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How to get to 100G?
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Bit rate, R=x1∙x2∙x3∙x4∙x5

• x1, number of fiber pairs (e.g. 1, 4, 10) 

• x2, number of wavelengths (WDM, e.g. 1⎯80) 

• x3, number of polarizations (PDM, e.g. 1, 2) 

• x4, modulation order (bits per symbol, e.g. 1, 2, 4) 

• x5, signaling rate (symbols per second)
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Chris Cole, Ilya Lyubomirsky, Ali Ghiasi, Vivek Telang. “Higher-Order Modulation for Client Optics”, 
In IEEE Communications Magazine, March 2013.



Getting to R=100G
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x x x x x
1 10 1 1 1 10G 100GBASE-SR10

2 4 1 1 1 25G 100GBASE-SR4

3 1 4 1 1 25G 100GBASE-LR4

4 4 1 1 1 25G 100G PSM4 MSA

5 1 4 1 1 25G 100G CWDM4 MSA

6 1 1 1 1 100G Possible future 1 of 6

7 1 1 2 1 50G Possible future 2 of 6

8 1 1 1 2 50G Possible future 3 of 6

9 1 1 4 1 25G Possible future 4 of 6

10 1 1 1 4 25G Possible future 5 of 6

11 1 1 2 2 25G Possible future 6 of 6



Where do data centers 
need 100G?
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How could data centers use 
100G lambdas?
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100G optics is cheap; 
400G packet switch ports are expensive
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Latency-sensitive traffic 
• Remote procedure calls 
• Database queries 
• Telemetry 
• Logging

Throughput-sensitive traffic 
• Video 
• Big data 
• Replication 
• Virtual machine cloning 
• Virtual machine migration 
• Backup

For Mice, 20% of traffic For Elephants, 80% of traffic



Optical TDMA Switch
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George Porter, Richard Strong, Nathan Farrington, Alex Forencich, Pang-Chen Sun, Tajana Rosing, Yeshaiahu Fainman, 
George Papen, and Amin Vahdat. “Integrating Microsecond Circuit Switching into the Data Center”. In ACM SIGCOMM 2013.
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Figure 5: The Mordia OCS prototype, which consists of a ring
conveying N wavelengths through six stations. Each source
ToR transmits on its own wavelength, and each station for-
wards a subset of four wavelengths to the ToRs attached to it.
This prototype supports an arbitrary reconfigurable mapping
of source to destination ports with a switch time of 11.5 µs.

5.1 Mordia prototype
The Mordia prototype is a 24-port OCS that supports arbitrary

reconfiguration of the input-to-output port mappings. We first de-
scribe the underlying technology we leveraged in building the OCS,
then describe its design.

5.1.1 Technology
Unlike previous data center OCS designs [8, 25], we chose not

to use 3D-MEMS based switching due to its high reconfiguration
time. The maximum achievable speed of a 3D-MEMS space switch
depends on the number of ports, since more ports require precise
analog control of the 2-axis orientation of relatively large mirrors.
Since the mirror response time depends on the size and angular
range, there is in general a design tradeoff between the switch port
count, insertion loss, and switching speed. As a result, commer-
cial 3D-MEMS switches support reconfiguration times in the 10s
of milliseconds range [10].

Another type of optical circuit switch is a wavelength-selective
switch (WSS). It takes as input a fiber with N wavelengths in it, and
it can be configured to carry any subset of those N wavelengths to
M output ports. Typically a WSS switch has an extra “bypass” port
that carries the remaining N � M frequencies. We call this type
of WSS switch a 1 ⇥ M switch, and in our prototype, M = 4.
Our switch does not have a bypass port, and so we implement the
bypass functionality external to the WSS using additional optical
components.

The internal switching elements used in a wavelength-selective
switch can be built using liquid crystal technology or MEMS [9].
Most MEMS WSSes use analog tilt to address multiple outputs, but
at least one commercial WSS has been built using binary MEMS-
based switches [19]. Binary MEMS switching technology uses
only two positions for each mirror moving between two mechan-
ically stopped angles, and also uses much smaller mirrors with re-
spect to a 3D-MEMS space switch. A similar binary MEMS switch
is used for commercial projection televisions. The binary switching
of small mirror elements results in an achievable switching speed
that is several orders of magnitude faster than a commercial 3D-
MEMS switch.

In general, there is a tradeoff between 3D-MEMS, which offers
high port count at relatively slow reconfiguration time, and 2D-
MEMS, which offers microsecond switching time at small port
counts (e.g., 1 ⇥ 4 or 1 ⇥ 8). The key idea in the Mordia OCS
prototype is to harness six 1 ⇥ 4 switches with bypass ports to

build a single 24⇥ 24-port switch. We now briefly summarize the
operation of the data path.

5.1.2 Data plane
The Mordia OCS prototype is physically constructed as a unidi-

rectional ring of N = 24 individual wavelengths carried in a single
optical fiber. Each wavelength is an individual channel connecting
an input port to an output port, and each input port is assigned its
own specific wavelength that is not used by any other input port.
An output port can tune to receive any of the wavelengths in the
ring, and deliver packets from any of the input ports. Consequently,
this architecture supports circuit unicast, circuit multicast, circuit
broadcast, and also circuit loopback, in which traffic from each port
transits the entire ring before returning back to the source. We note
that although the data plane is physically a ring, any host can send
to any other host, and the input-to-output mapping can be config-
ured arbitrarily (an example of which is shown in Figure 5).

Wavelengths are dropped and added from/to the ring at six sta-
tions. A station is an interconnection point for ToRs to receive and
transmit packets from/to the Mordia prototype. To receive packets,
the input containing all N wavelengths enters the WSS to be wave-
length multiplexed. The WSS selects four of these wavelengths,
and routes one of each to the four WSS output ports, and onto the
four ToRs at that station. To transmit packets, each station adds
four wavelengths to the ring, identical to the four wavelengths the
station initially drops. To enable this scheme, each station contains
a commercial 1⇥ 4-port WSS.

5.1.3 ToRs
Each ToR connects to the OCS via one or more optical uplinks,

and internally maintains N � 1 queues of outgoing packets, one
for each of the N � 1 OCS output ports. The ToR participates in a
control plane, which informs each ToR of the short-term schedule
of impending circuit configurations. In this way, the ToRs know
which circuits will be established in the near future, and can use
that foreknowledge to make efficient use of circuits once they are
established.

Initially, the ToR does not send any packets into the network, and
simply waits to become synchronized with the Mordia OCS. This
synchronization is necessary since the OCS cannot buffer any pack-
ets, and so the ToR must drain packets from the appropriate queue
in sync with the OCS’s circuit establishment. Synchronization con-
sists of two steps: (1) receiving a schedule from the scheduler via an
out-of-band channel (e.g., an Ethernet-based management port on
the ToR), and (2) determining the current state of the OCS. Step 2
can be accomplished by having the ToR monitor the link up and
down events and matching their timings with the schedule received
in Step 1. Given the duration of circuit reconfiguration is always
11.5 µs, the scheduler can artificially extend one reconfiguration
delay periodically to serve as a synchronization point. The delay
must exceed the error of its measurement and any variation in re-
configuration times to be detectable (i.e., must be greater than 1 µs
in our case). Adding this extra delay incurs negligible overhead
since it is done infrequently (e.g., every second).

We use the terminology day to refer to a period when a circuit is
established and packets can transit a circuit, and we say that night
is when the switch is being reconfigured, and no light (and hence
no packets) are transiting the circuit. The length of a single sched-
ule is called a week, and the day and week lengths can vary from
day-to-day and from week-to-week. When the OCS is undergoing
reconfiguration, each ToR port detects a link down event, and night
begins. Once the reconfiguration is complete, the link comes back
up and the next “day” begins.

Nathan Farrington, Alex Forencich, Pang-Chen Sun, Shaya Fainman, Joe Ford, Amin Vahdat, George Porter, and George Papen. 
“Invited Paper: A 10 μs Hybrid Optical-Circuit/Electrical-Packet Network for Datacenters”. In OFC 2013.



Traffic Matrix Scheduling
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Summary

• Six possible futures for single-wavelength 100G 

• 100G single-wavelength transceivers will be 
available before 400G four-wavelength transceivers 

• 100G single-wavelength transceivers are best used 
with an optical TDMA switch
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