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## How to get to 100G?

## Bit rate, $\mathrm{R}=x_{1} \cdot x_{2} \cdot x_{3} \cdot x_{4} \cdot x_{5}$

- $x_{1}$, number of fiber pairs (e.g. 1, 4, 10)
- $x_{2}$, number of wavelengths (WDM, e.g. 1-80)
- $x_{3}$, number of polarizations (PDM, e.g. 1, 2)
- $x_{4}$, modulation order (bits per symbol, e.g. 1, 2, 4)
- $x_{5}$, signaling rate (symbols per second)


## Getting to $\mathrm{R}=100 \mathrm{G}$

|  | $\boldsymbol{X}$ | $X$ | X | $\boldsymbol{X}$ | $\boldsymbol{X}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 1 | 1 | 1 | 10G | 100GBASE-SR10 |
| 2 | 4 | 1 | 1 | 1 | 25G | 100GBASE-SR4 |
| 3 | 1 | 4 | 1 | 1 | 25G | 100GBASE-LR4 |
| 4 | 4 | 1 | 1 | 1 | 25G | $100 \mathrm{GPSM4} 4 \mathrm{MSA}$ |
| 5 | 1 | 4 | 1 | 1 | 25G | $100 \mathrm{G} \mathrm{CWDM4} 4$ MSA |
| 6 | 1 | 1 | 1 | 1 | 100G | Possible future 1 of 6 |
| 7 | 1 | 1 | 2 | 1 | 50G | Possible future 2 of 6 |
| 8 | 1 | 1 | 1 | 2 | 50G | Possible future 3 of 6 |
| 9 | 1 | 1 | 4 | 1 | 25G | Possible future 4 of 6 |
| 10 | 1 | 1 | 1 | 4 | 25G | Possible future 5 of 6 |
| 11 | 1 | 1 | 2 | 2 | 25G | Possible future 6 of 6 |

## Where do data centers need 100G?



# How could data centers use 100G lambdas? 

100G optics is cheap;
400G packet switch ports are expensive

Latency-sensitive traffic

- Remote procedure calls
- Database queries
- Telemetry
- Logging


Throughput-sensitive traffic

- Video
- Big data
- Replication
- Virtual machine cloning
- Virtual machine migration
- Backup


## Optical TDMA Switch
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## Traffic Matrix Scheduling



## Summary

- Six possible futures for single-wavelength 100G
- 100G single-wavelength transceivers will be available before 400G four-wavelength transceivers
- 100G single-wavelength transceivers are best used with an optical TDMA switch

