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Enterprises use Ethernet to connect hundreds or thousands of
devices together over Local Area Networks (LANs). Most LANs
use BASE-T connectivity, but large buildings and campuses use

Homes use Ethernet to connect personal computers,
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printers, wireless access points, security cameras and
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As streams turn into rivers

many more devices. Power over Ethernet enables
data and power to be delivered over one cable.

multi-mode and singlemode fiber too.
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FORM FACTORS

This diagram shows the most common form
factors used in Ethernet ports. Hundreds of
millions of RJ45 ports are sold a year while tens
of millions of SFP and millions of QSFP ports
ship a year.

This diagram shows new form factors initially
designed for 100GbE and 400GbE Ethernet ports.
All have 4 or 8 lanes and the OBO has up to 16
lanes. The power consumption of the modules is

; The Internet Exchange Point (IXP) is where the
5 - L & RS Internet is made when various networks are

Wireless
Backhaul
400 GbE

interconnected via Ethernet. Co-location facilities
are usually near the IXP so that they have excellent

access to the Internet and long haul connections. proportional to the surface area of the module.
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