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Presentation Disclaimer

The views expressed in this
panel presentation are
those of the presenters and not
of the Ethernet Alliance.
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3-Part Series

Webinar 1: Ethernet in the Field (50Gb/s Lane Rate)
Webinar 2: Ethernet in Design (100Gb/s Lane Rate)

Webinar 3: Ethernet in the Future (200Gb/s Lane Rate)
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About Ethernet Alllance

Kae Dube, Ethernet Operations Manager,
UNH-InterOperability Lab
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The Ethernet Alliance

Global Community of End Users, System Vendors, Component Suppliers & Academia

Our Mission

* To promote industry awareness, acceptance and advancement of
technology and products based on, or dependent upon, both existing
and emerging IEEE 802 Ethernet standards and their management.

* To accelerate industry adoption and remove barriers to market entry
by providing a cohesive, market-responsive, industry voice.

* Provide resources to establish and demonstrate multi-vendor
interoperability.
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Ethernet Alllance Strategy

Expanding the Ethernet Ecosystem, Supporting Ethernet Development

« Facilitate interoperability testing & assurance
- Industry Plug fests supporting member and technology inifiatives
- PoE Certification Program

- Global outreach and collaborative interaction with other industry organizations
- Worldwide Membership

- Multiple SIGs, applications and MSAS

- Industry consensus building

« Thought Leadership

- EA-hosted Technology Exploration Forums (TEFs)

- Technology and standards incubation

* Promotion of Ethernet

- Media and industry analysts outreach

- Education

- Marketing (tfrade shows & panel presentations, white papers, blogs & social media)
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2023 Ethernet Roadmap

e Digital copies & graphics published via Alliance’s website 2 O 2 3
e Print copies available at OFC 2023 and other events this year TavASe

e Included in the “Ethernet Alliance in the Box'' for membaers The Past, Present and

Future of Ethernet

e Digital version regularly updated to capture latest advancements 53

% ethernet alliance 2023 ETHERNET ROADMAP - Dghene
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Ethernet 100Gbps Lane Rate Enablers

IEEE’s 802.3 Ethernet Standard has developed a number of new Clauses to enable and leverage
100Gbps signaling per lane rate to meet next generation networking needs:

802.3ck: Establishes the electrical specifications and options (more details to follow)
802.3ct: Establishes the DWDM optical specifications for applications with reach of at least 80km
802.3cu: Establishes the single mode 100Gbps wavelength optical specifications and options
® 100GBASE-DR (2m to 200m), 100GBASE-FR1 (2m to 2km) and 100GBASE-LR1 (2m to 10km)
® 400GBASE-FR4 (2m to 2km) and 400GBASE-LR4-6 (2m to 6km), both based on CWDM

802.3db: Establishes the multimode short reach optical specifications and options

® 100GBASE-VR1, 200GBASE-VR2 and 400GBASE-VR4 over 1, 2, or 4 pairs of multimode fiber up to
at least 30m on OM3, 50m on OM4 and 50m on OMAS5

® 100GBASE-SR1, 200GBASE-SR2 and 400GBASE-SR4 over 1, 2, or 4 pairs of multimode fiber up to
at least 60m on OM3, 100m on OM4 and 100m on OMb
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802.3ck: Establishes the 100Gbps Lane Rate |k
Electrical Specifi

caftions

Based on PAM4 (pulse amplitude modulation, 4 level) signaling

Defines solutions for 100Gbps, 200Gbps (2 x100G), and 400Gbps (4x100G) signaling
interfaces

Leverages Reed-Solomon Forward Error Correction (RS-FEC) for all links
Electrical Specifications:

Link Type Standard # of Lanes / Date Rate

Chip To Chip 100GAUI-1 C2C, 200GAUI-2 C2C, 400GAUI-4 C2C 1x100Gbps, 2x100Gbps, 4x100Gbps
Chip to Module | 100GAUI-1 C2M, 200GAUI-2 C2M, 400GAUI-4 C2M 1x100Gbps, 2x100Gbps, 4x100Gbps
Copper Cable 100GBASE-CR1, 200GBASE-CR2, 400GBASE-CR4 1x100Gbps, 2x100Gbps, 4x100Gbps
Backplane 100GBASE-KR1, 200GBASE-KR2, 400GBASE-KR4 1x100Gbps, 2x100Gbps, 4x100Gbps
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connectivity

Chip to Chip and Chip to Module
Both C2C and C2M define 100Gbps, 200Gbps, & 400Gbps

Chip to chip
application

Chip to Chip (C2C):
 Enables approx. 25cm of reach with PCB traces (based on
recommended 20dB Max channel loss)

Chip to Module (C2M):

e Enables the classic pluggable optical transceiver architecture

PCB based chip to

e Channel loss of 16dB, Host loss up to 11.9dB module
Host Module .
Host ILdd up to 11.9 dB MaaEERpanE=cB
Transmitter // > | F———»{ Receiver
s ! Ve Hybrig mix of PCB and cabled
component component ost chip t module
Receiver |4 /n ¢—— |—— Transmitter l

Connector ILdd up to 1.6 dB<—>

Channel ILdd up to 16 dB

NOTE—The number of lanes nis equal to 1 for 100GAUI-1, 2 for 200GAUI-2, and 4 for 400GAUI-4.
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Compliance Test Board Methodology

—E

connectivity

(Common test boards for C2M and CR applications)

Copper Cable Implementation Application

PMD PMD
service service
interface @ MDI MDI @ interface
| @ | @ CHES |
! I 100GBASE-CR1: 1x I I
I | 200GBASE-CR2: 2x | |
| | 400GBASE-CR4: 4x | |
| SLi=p> | Signal<p> / | DLj<p> |
| PMD |SL<n> | Signalz<n> N [ DL<n> | pmp |
> transmit f
) | Signal; shield | recere )
function | — -  —nsmseari — — - — - function
[ ~ b=~ ~d ~~ |
| L L‘IILL _lnksmeld  _ _ _ _ _ | JJI | _ . |
I | | I
+“—>
l Tece, | I Repcs| !
| | | I | I
. Channel : R
| I« T I b |
| [ | | : |
L PMD Ll Cable assembly cla PMD N
L J Ll g Ll g Ll
I

| |
PMD:IS_UNITDATA_i.request

100GBASE-CR1, 200GBASE-CR2, or 400GBASE-CR4 Link

ethernet alliance

NOTE—One direction is illustrated.

|
PMD:IS_UNITDATA_i.indication

Copper Cable Test Application
(only module loss and host loss changes for C2M)

Transmit
function

TP1
19.75dB L
S S S L
MCB 8 Cable assembly 8 MCB
= — —> S—%—>»
= —
o
23dB | \Paddle | Wire Termination/ 23dB
L 1097508 172 e 1097508 P9
»Z » S Receive
= Ld > T = o
Host |3 HCB HCB [ Host I function
—p—> S e 2
| | < S
6.875 dB Il I 25dB 25dB 6.875 dB
6.6 dB NOTE—The 6.875 dB /Ldd includes allowance for BGA
and connector footprint vias.
Tk ;
m
Q >
=
[s——>
23dB | 25dB

Mated cable assembly
and test point test fixture

Cable assembly , host and test fixture insertion loss at 26.56Ghz




Copper Cable

Passive copper cables are a critical industry building block providing low
power, low latency and low cost

Often used for “switch to server” links as well as “aggregation switch” links, i.e.,
high volume applications

Formfactors:
® SFP (1 channel): Enables T00GBASE-CR1
® SFP-DD and DSFP (2 channels): Enables up to 200GBASE-CR2
® QSFP (4 channels): Enables up to 400GBASE-CR4
® QSFP-DD* & OSFP* (8 channels): Enables up to 2x 400GBASE-CR4

Cable assembly loss is 19.75dB at 26.5Ghz enabling a cable reach of 2 meters.
This uses the same test fixtures as Chip to Module

Host loss up to 6.875dB
Second generation silicon is enabling longer cable reaches

*800GBASE-CRS is in the process of being developed in IEEE P802.3df project

—E

connectivity

Cable mated to 2
Module Compliance §
Boards

Example Module
Compliance Board

L L
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100GBASE-CR1 Media Dependent Interface (MDI): SFP

® SFP Formfactor: a single port (or PMD)

® SFP-DD or DSFP Formfactors: two ports (or PMDs)

® QSFP Formfactor: four ports (or PMDs)

® QSFP-DD or OSFP Formfactors: Eight ports (or PMDs)
200GBASE-CR2 Media Dependent Interface (MDI):

¢ SFP-DD or DSFP Formfactor: a single port (or PMD)

® QSFP Formfactor: two ports (or PMDs)

® QSFP-DD or OSFP Formfactors: four ports (or PMDs)
400GBASE-CR4 Media Dependent Interface (MDI):

® QSFP Formfactor: a single port (or PMD)

® QSFP-DD or OSFP Formfactors: two ports (or PMDs)

DSFP

QSFP-DD

7

OSFP

Breakout cable assembly examples: #
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Backplane

e Defines TOOGBASE-KR1, 200GBASE-KR2, and 400GBASE-KR4 Physical
Medium Dependent interface (PMD)

e Max channel loss is 28dB at 26.5Ghz, “ball to ball”

Conventional Backplane Orthogonal Backplane Cabled Orthogonal Midplane Cabled Backplane
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Summary

e |EEE specifications are published to enable electrical
and optical interfaces over a wide range of interfaces /
media

e Allows optimization of implementations according to
power, reach, etc. market demands, while leveraging
the |IEEE benefit of “plug and play” inferoperability

e 100Gbps lane rates are challenging and careful
attention to design detail is more important that it has

ever been
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Introduction intel..

« Demonstration results of Ethernet variants at 53 GBd i.e., 100 Gb/s

per lane showing
- Bit Error Rate (BER) performance

- Forward Error Correction (FEC) statistics
- Ethernet Packet and Throughput Tests (400GE and 800GE)

« Across different media types such as

- Backplane/Channel Evaluation Board
- Direct Attach Copper (DAC)
- Optical fiber

 Including different form factors

- Quad Small Form-factor Pluggable Double Density (QSFP-DD)
- Octal Small Form-factor Pluggable (OSFP)
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Focus Areas intel.

« 802.3 ck Electrical Measurements
« 400GBASE-CR4 Hardware Measurements
« 800GAUI-8 Hardware Measurements
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802.3 ck Electrical Measurements — Test Setup intel.

Agilex F-TILE Dev Kit with Channel Evaluation Board

* Intel Agilex F-Tile FHT Transceiver

* 106.25 Gb/s (PAM4) Line Rate

* QPRBS31 Paftern
* Channel Evaluation Board

* Trace lengths ranging from 1.2 to 10

inches (up to 28 dB end-to-end 10ss)

e Connector Form Factor

e OSFP
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intel.
802.3 ck Electrical Measurements — Channel Model

f f OSFP to SMA Agilex F-Tile FHT
Agilex F-Tile FHT OSFP to SMA SMA Cable .
Transmitter Adapter SMA Cable Board Adapter Receiver

Channel Evaluation

e Agilex F-Tile FHT Transceiver | : |
¢ TX:2.3778 dB 2 SR AR -
e RX:2.2324 dB ' % |
* OSFP to SMA Adapter |
e 1.9499 0B - — 12inch s4plLoss] | |
2.4 inch sdp|Loss] '
o SMA CO ble p— —— 4 8 inch.s4p|Loss]
= 5.9 inch .s4p[Loss]
° 22832 dB -37.05 —— 7.1 inch.s4p[Loss]

Nyquist @ 26.5625 GHz 8.3 inch.s4p|Loss]

Amplitude (dB|
N
3
]

42.05-
9.5 inch .s4p[Loss]
-47.05 = 10.7 inch.s4p[Loss] [
Channel Eval board
-52.05 v v B
0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00 40.00 45.00 50.00

Frequency (GHz)
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intel.
802.3 ck Electrical Measurements — Hardware Results

Trace Length End-to-End Insertion Loss (dB) @ 106.25 GHz | Pre-FEC Post-FEC
(in.) (Nyquist Rate: 26.5625 GHz) BER BER

1.2 15.3264 6.73E-12 0
2.4 17.0664 4.52E-12 0
4.8 21.1464 1.77E-11 0
5.9 23.0464 5.30E-10 0
71 25.0764 7.75E-09 0
8.3 26.3964 5.72E-08 0
9.5 27.2964 3.57E-07 4.25E-12 -

Note : BER values recorded 10 minutes after starting fransmission.

Things to Monitor
As Insertion Loss increases, bit error rate increases
There is an insertion loss point where FEC
correctable errors starts to kick in

==\ ethernet alliance
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intel.
A00GBASE-CR4 — Test Setup e

Intel® Agilex™ 7 FPGA |-Series Intel® Agilex™ 7 FPGA |-Series
Transceiver-SoC Development Kit Transceiver-SoC Development Kit

400G Ethernet F-TILE Hard IP (FHT XCVR) 400G Ethernet F-TILE Hard IP (FHT XCVR)

1m DAC Cable

QSFP-DD
Single Port

Board 1 Board 2

® FPGA Board to Board Setup with 1-meter QSFP-DD DAC Cable
® 400G Ethernet consisting of four lanes with each lane running at 106.25 Gbps
® Reed Solomon (544, 514) Forward Error Correction Scheme
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400GBASE-CR4- Hardware Results

Board 1 —PHY Stats

v/ Delete working direciory on toolR close

|IP information

PMA type: FHT Ethernet mode: 400G-4

FEC mode: RS(544,514) (CL134) Enable CWBint No ADME

Yes

Ciertinterface: MAC Segmented

ANLT: Yes

PTP.

System PLL frequency:

PMA reference frequency: 156250000

8700

~ General Commands

Enable Internal Loopback | Assert Soft Gicbal Reset

[¥] Using Quartus Generated Example Design

Assert Soft TX Reset

| Assert Soft Rx Reset
laabonent Soh R Rt ]

Things to Monitor:

e PHY Stats are in
good condition

e FEC uncorrectable

[Stahus | “Statistics Counters | Testing Features
Stop Reading Al Sistus |
~ PCS Status | [¥ PHY Status
[¥] Enable PCS In Read All Status [¥) Enabie PHY in Read Al Status
RXPCSReady. @ Algnment Marker Lock: @ TXCLKMHz 435020 RXCLKIHZ 435000
TXLanes Stable. @ Frame Error 0x00000000
e G @ PHY Lane 0 PHY Lane 1
H.BER o TXPLLLocked @ TXPLL Locked @
BER Court: 0x00000000 RX COR Locked: @ RX COR Locked: @
Error Block Count:  0x00000000 L e Lo d X
TXPLL Locked @ TXPLL Lockec @
RX COR Locked @ RX COR Locked. @

Board 1 —FEC Stats

~ RS-FEC

[~ Error Insertion and Statistics

Total RS FEC Statistics

Corrected Codewords A:

334025057

Corrected Codewords B

334649542

I Uncorrected Codewords A: 0

Uncorrected Codewords B

o

Corrected Codewords Totat 659674599

codewords is O [ cmovencusa

Corr. CWBIn Cnt_1 A: Corr

e RS (544, 514) FEC o cvencrzn TR o
Corr. CWBIn Crt_3 EEEEETITRNN  Cor

can correct up to T

15 symbol errors L, =

v = 150 r

FEC 5 comos @ -

Ta i I Corr. OWBIN Crt_9 A 3 Corr.

Corr, CWEBIN Cnt_10 A: Corr

Corr. CWBIn Cnt_11 A: b Corr

. " L . Corr. CWBin Crt_12 A Corr
Data collected with Early Sample (ES) Silicon. Full characterization pending. T s
. Corr. CWBIn Crt_14 A: Corr.

ethernet alliance - o

; Start Reading RS-FEC Statistics

[ Reset Rs-rec statstcs

CWBIn Crt_0 B
CWBin Crt_1 B:
CWBin Crt_2B:
CWBn Crt_3 8
CWBIn Crt_4 B
CWBin Crt_S B
CWBin Crt_6 B:
CWBin Crt_7 B:
CWBin Crt_8 B:
CWBn Crt_9 B
W8 Crt_108:
CWBIn Crt_11 8
CWBin Crt_12B:
CWBin Crt_138:
CWBIn Crt_14 8

OWBNn Cnt_158

J

Uncorrected Codewords Totat 0

&

8795

8784

9377

3126

intel.

Board 2 —PHY Stats

@ jiag_master

TOORIE 1-The Exwrrt itel FPGA Hard P (#th_{ oolke 1.0)
Pac Agiex -Sevies SOC Dev Kt on locaiost [USE-1 JAGFEO2TRI4C( RO @1 P_NSTID

| e _ip_Sopiutiet_1_0, Aghex - Series SOC Dev Kt on locahost [USE-1 JAGFBI2TRI4C( RO 1 1a)_masterjsters_fog_svaicn_master_O

[¥7] Cean warking drectory an every process termnston

[¥7] Delete warking drectory on teok cose

- Configuratson snd Other kedormation

|P_information

—
Ewenst mode. 400G-4

PMAtype FHT

FEC mode: RS(544514) (CL134) Enstie CHEBR Mo

—
Chert rtartace. MAC Segrmarted System AL freqancy.  £100

ADME Yos 1P PMA reference frequmcy. 154 250000

7] Using Ouarts Genersted Exarrple Design
Sttus | Statisics Courters | Testng Festures |

Siap Readeg Al Stus

Assert Soft Giobel Reset

[ Assensan st [ Assenson xpese

Status ] [Py Status.
) Enatle PCS in Read Al Status ) Enatie PHY in Read Al Status
RXPCSResty. @ Mgrmert Marker Lock: @ TXOKBE 43500 RCOLKME 434580
:::::; : O ot Y Lane o PHY Lame 1
Haer ° TXPLLocked @ TXPLLocked @
BO® Court 0x00000000 RXCORLscked @ RACORLocked @
Dvoe Bock Court. 030000000 Lo xd L2
TXPLLLockes @ TXPLL Locked @
RXCOR Locked @ RACORLocked @
Board 2 —-FEC Stats
|
[FEvor d Statistics ]
Total RS-FEC Statistics
0
I Uncorrected Codewords A 0 Unceerected Codewords B i
Corrected Codewerds Totat 509862094 Uncerrected Codewords Totst 0
- Corr, OWEIn Cnt_0 A — T w— Corr, CWBIN Cre 08
Corr. CWEIn Cri_1 A Corr. CABIn Cre_1 8 [
Corr. CWein Crit_2 A T Corr. ONBIN Cre 28 ]
Corr. OWBIn Crt_3 A: T Corr. OWBIN Crt 3 & S— T p——
Corr. CWBin Cnt_4 A Corr. ONBIn Cret_4 8
Corr. OM8IN Crt_S A: — | — Corr. OWBIN Cret_S & S— | p—
Corr. CWBin Cri_6 A | el Corr. CWBIn Cre_68: =T
Corr, OWBIn Cnt_7 A Corr, CWBIN Cret_7 &
F E C ] Corr. CWEIn Crt_8 A 3 Corr. CWBin Crt 8 B 2
N Corr. OABIN Cnt_9 A Corr. ONBIN Cre_9 8 7
Tall Corr. OWBIn Crt_10 A: 2 Corr. OABIn Cre_10 8
Corr, CWEin Crt_1 A Coer. CWBIn Crt_1 B
Corr. OWEIn Cnt_12 & Corr. OABIN Crt_128:
Corr. CWEin Cnt_13 A: Corr. BN Cre_13 8.
NI Crt_14 & OABIn Crt_14 8
Corr. CWEIn Crt_15 A CWBin Crt_158:
| Start Reading RSFEC Statstics | | Reset RSFEC Statstics
Note Red indicates counter has experienced atleast one overrun and may be underesti mated
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Board 1

—MAC Stats

Statistics Counters Names TX Statistics RX Statis{
Frames < 64 bytes with CRC error 0 0
Oversized frames with CRC error 0 0
Packets with FCS errors 0 0
Frames >= 64 bytes with CRC error 0 0
Multicast data frames with CRC error 0 0
Broadcast data frames with CRC error 0 0
Unicast data frames with CRC error 0 0
Multicast control frames with CRC error [0 0
Broadcast control frames with CRC error |0
Unicast control frames with CRC error 0 0
Pause frames with CRC error 0 0
64 Byte Frames (includes CRC field) 0 0
65 - 127 Byte Frames 9612750224
128 - 255 Byte Frames 0
256 - 511 Byte Frames 0
512 - 1023 Byte Frames 0
1024 - 1518 Byte Frames 0
1519 - MAX Size Frames 0
Oversized Frames (> MAX Size) 0
Multicast data frames without error 9612750224
Broadcast data frames without error 0
Unicast data frames without error 0
Multicast control frames without error 0
Broadcast control frames without error 0
Unicast control frames without error 0
Pause frames without error 0
Runt Packets (undersized) 0
Number of Frame Starts 9612750224
Number of Length error 0
PFC frames with CRC error 0
PFC frames without CRC error 0
Payload data and padding octets 2039275255541 519088512096
Frame Octets 2108509167317 692118016128
Malformed packets Y O
Packets dropped due to error 0 0
Bad LT field 0 0

al

400GBASE-CR4- Hardware Results (2)

intel.

Board 2 -MAC Stats

Statistics Counters Names

TX Statistics

RX Statistics

Frames < 64 bytes with CRC error
Oversized frames with CRC error
Packets with FCS errors

Frames >= 64 bytes with CRC error
Multicast data frames with CRC error

—_—r

Things to Monitor:

Random Length
Packets Testing
TX stats on board
1 matches with
RX stats on board
2

Similarly, TX stats
on board 2
matches with RX
stats on board 1

C error
Unicast data frames with CRC error

[=J === -]

OO0 0000 oo

Multicast control frames with CRC error 0
Broadcast control frames with CRC error 0
Unicast control frames with CRC error 0
Pause frames with CRC error 0
64 Byte Frames (includes CRC field) 0 0
65 - 127 Byte Frames 9612750224 721186581
128 - 255 Byte Frames 0 1201977635
256 - 511 Byte Frames 0 480791054
512 - 1023 Byte Frames 0 240395527
1024 - 1518 Byte Frames 0 1201977635
1519 - MAX Size Frames 0 0
Oversized Frames (> MAX Size) 0 0
Multicast data frames without error 9612750224 3846328432
Broadcast data frames without error 0 0
Unicast data frames without error 0 0
Multicast control frames without error 0 0
Broadcast control frames without error 0 0
Unicast control frames without error 0 0
Pause frames without error 0 0
Runt Packets (undersized) 0 0
Number of Frame Starts 9612750224 3846328432
Number of Length error 0 0
PFC frames with CRC error 0 0
PFC frames without CRC error 0 0
Payload data and padding octets 519088512096 2039275255541
Frame Octets 692118016128 2108200167317 |
Malformed packets U 0
Packets dropped due to error 0 0
Bad L/T field 0 0
< >




intel.

S00GAUI-8 Test Setup

Intel® Agilex™ 7 FPGA I-Series
Transceiver-SoC Development Kit

800G Ethernet
HITEX SYSTENS
« " Soft IP ax FHT
4% 106.25Gbps

(PAMA) 800G Ethernet

3M Optical Fiber [ zfe)(e]elo] N =11 (=15

800G 800G-DR8
PCS + RS-FEC ¢ MXPM

Cable
Jumper

4x FHT

> =
4x 106.25Gbps

(PAMA4)

® FPGA Dev Kit connected with Ethernet Protocol Tester using :
® 800G-DR8 optical module and 3-meter optical fiber
® 800G Ethernet consisting of eight lanes from 2X FTILEs with each lane running at 106.25 Gbps
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800GAUI-8 Hardware Results (1)

FPGA Stats

Channel Select JEEEEECIIER 4 Test Mode Loopback Mode

Tx Traffic [ON!

Payload Type
Fixed Length
Ethernet Type
Length
VLAN
No
MAC Address
563412EFCDAB

Traffic Disable

Results oL T
—- an -

Stop Elapsed Time:

Transmitted Count 18.533.876.271

Received Count 18.362.793.472

-30
Time (Sec)

Tx MAC TxPCS Tx PHY Rx PHY RxPCS Rx MAC Rx Traffic
Pause lgnore  OFF  Ln. Swap OFF @ TxPLLLock @ PRxPLL Lock @ AM Lock Prom.Mode [N @ PxCount
Pause Quanta. Ln. Skew OFF @ PCS Lock MAC Address

Clock Source 5
e Type'm I @ FEClock o ;'A
I @ FEC Uncorr. CWs I e
Enm. Style Freq. Offset Pause Detect
N/A 0 ppm @ Remote Fault
PRBS Err. Style @ Local Fault
— o —
L [ I
Traffic Results
Transmitter 4000 0w+ B
N 7 EWTx ERx L
- '
I 800 —| — 100 I
Coomy o L ao E
y 600 — -
Receiver g E 3'
N ~ -
F * 3
B § o 2
g

intel.

[ Things to Monitor
e PHY/PCS Stats are in good condition
e FEC uncorrectable codewords is O
e 800G Traffic running at
* 100% Throughput on both TX and RX
* 1518 Byte packet size




intel.
S800GAUI-8 Hardware Results (2

Tester Stats

(3 Aggregate Ports...

Active Filter: (Unsaved) . .

D Empty Fiter & 199 Clear Actons Things fo Monitor

Main Aggregation PortConfig Resource Manager PFC Measurement L1 Configuration BFD Micro-BFD BGP  Qbv Stream Configuration e Tester ShOWing 800GE link up status

Append Locationto Licensed Performance

Port //1/1 |Clickto ad //172.14.10 Ethernet 800 Gig Fiber e U 100G/200. SWO-AHI-PORT

» PotName | Tags | pof\ame Location  Online | Media Type uink Satus | 008 | Level * Tester running 800GE traffic at 100% throughput

Traffic Aggregate View Results 1 ( Launch TestCenter IQ ) 2 x
Port Traffic and Counters > Basic Traffic Results = Change Result View ~ %) R 4 4| 1061 b M Port Traffic and Counters > Aggregate Port L1 Tx Ra
Basic Counters Errors  Triggers Protocols  Undersize/OversizeJumbo  PFC Counters  User Defined  Advanced Sequencing  FEC Counters ChangeResult View - &) 0 » 19

Port Name | (518 THCOUMt | TR Rax "™ | Total Tx Count (bits) | Total RxCount (bits) | Total TxRate (bps) | Total RxRate (bps) | TxLiCount(bits) | RxLiCount(bits) |TxLiRate(dps) |Rxtimate®ops) | °|| Aggregate Port L1 Tx Rate

» ) ort //1 17,097,945,183 | 15336,663,985 | 207,637,446 302352 184.085.354,443,760 789,596,877, 384 789,486,803,080 10,373,117, 531,63, 186,739,22 jé 799,999,998.304 799,999.277,153

17,097,945,183  15,336,663,985 |207,637,446,302,352  184,285,354,443,760 210,373,117,531,632  186,739,220,681,360

Traffic Aggregate View Results 1 rafic Aggregate View.Results 2| Validation Errors | Log - 199 messages
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* Performance varies by use, configuration, and other factors. Learn more at

www.Intel.com/Performancelndex.

* Performance results are based on testing as of dates shown in configurations and may not

reflect all publicly available updates. No product or component can be absolutely secure.
e Your costs and results may vary.
 Intel technologies may require enabled hardware, software or service activation.

« © Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel
Corporation or its subsidiaries. Other names and brands may be claimed as the property of

others.
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AN KEYSIGHT

TP2 Loss Related Challenges

Draft Amendment to IEEE Std 802.3-2022 |EEE Draft P802.3ck/D3.3
|IEEE P802.3ck 100 Gh/s, 200 Gb/s, and 400 Gb/s Electrical Interfaces Task Force 10 June 2022

Table 162-11—Summary of transmitter specifications at TP2 (continued)

Package (Minimum MTF IL + Host Trace)
- Loss ~4dB TPO 10.975 dB {3
Parameter .S‘ubc_lause Value Units _ "
reference <
- — ]

Output jitter (max) . Py Y o
Tens 162.94.7 0.023 Ul Transmit [ > HCB T
T3ug; 162.94.7 0.115 U1 . Host -

Tu 162.94.7 0.125 Ul function | 4 » 3 oS>

Even-odd jitter. pk-pk 162947 0.025 Ul o B

. o , . : 1 1L

The recommended maximum insertion loss from TPO to TP2 or from TP3 to TPS5 including the test fixture 1s |
determined using Equation (162A-3), and illustrated in Figure 162A-2. The recommended maximum < > o
msertion loss allocation for the transmutter or recerver differential controlled impedance PCBs 1s consistent 6.875 dB /I 1.060dB! 2.5dB
with the msertion loss from TPO to TP2 or TP3 to TP5 and an assumed mated connector insertion loss c?f NOTE—The 6.875 dB JLdd includes allowance for BGA
1.6 dB. Note that the recommended maximum insertion loss from TPO to TP2 or from TP3 to TPS 1s and connector footprint vias.
10.975 dB at 26.56 GHz.

Recommended TPO-TP2 is 6.875dB (host) + 1.6dB+2.5dB (mated connector + HCB) = 10.975dB
Some larger packages (45mm) TPO-TP2 losses are more inline with 4dB (Package) + 6.875 (host) + 5.8dB
(mated connector + HCB) = 16.72dB

The standards process recognized the challenges with TP2 and incorporated a couple useful changes.

e J3uwasincreased 10muUl to 125muUl to allow for higher loss packages and general challenges with performing 12Edge
jitter operations after this much loss.

* J3u03 was added at the old J3u spec value of 115mUl. J3u03 limits the J12Edge Jitter operations to full swing (3 level
transitions) which are less susceptible to SNR issues after a high loss channel.

ethernet alliance liance: Clause 162 validation challenges at CR's TP2
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TP2 Test Fixture loss

Draft Amendment to IEEE Std 802.3-2022 |IEEE U(aﬁ P802.3ck/D3.3
|EEE P802.3ck 100 Gh/s, 200 Gb/s, and 400 Gb/s Electrical Interfaces Task Force 10 June 2022 o
T T T T T T T T T
\
162B.4 Mated test fixtures LY
2F ) -
The TP2 or TP3 test fixture and the cable assembly test fixture are specified in a mated state illustrated in \

Figure 92-18. The mated test fixtures specifications are given below. \\
. - - =4~ » 7
162B.4.1 Mated test fixtures insertion loss e
The insertion loss of the mated test fixtures shall meet the values determined using Equation (162B-3) and | |
Equation (162B—4). )
— Y89

ILdd(f) € ILdd gy pf) = { 1.185,//-0.072f + 0.007F 001 <f<40 } (162B-3) 8l
1.915/-60.78 40<£<50 \*\“
ILdd(f) = ILdd\pp i) = 1.0225(0.0656,[f+ 0.164f) (162B—4) 10 "W, v B

for 0.01 GHz <f< 50 GHz

ILdd (dB)

Figure 162B-2 illustrates allowable test fixture SDD21

tolerances
Refence SDD21 is -6.6dB, Min is -4.8dB Max is -9.13dB

o s © ® m = % e & o Top SDD21 illustrates an example of a conformant test fixture

Frequency (GHz)
Figure 162B-2—Mated test fixtures insertion loss

ethernet alliance Alliance: Clause 162 validation challenges at CR's TP2
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P802.3ck Electrical/Jitter Specs in Cabled systems (CR)

PMD PMD

service service

interface @ MDI MDI @ interface

| @ | @ CHES |

| | 100GBASE-CR1: 1% | |

| | 200GBASE-CR2: 2x | |

| | 400GBASE-CR4: 4x | |

| SLi<p> N | ( S\gnal<p> / N | DLj<p> |

| PMD  |SLji<n> | gnal<n> | DLi<n> | pMmD |
p| transmit ive | —+p

function - — | . Signal;shield __ — — — l - — ffj:;li\;i

| A bFP~— ~J Ao I

| L ‘5|LL‘ Linkshield | L] 1

I | | ]

| n > ¢ ’ ]

| IT)( PCB | : [Rx PCB | |

s ) Channel ) \
| < | | < |
[

| ! | | ]

| PMD e Cable assembly e PMD N

'S Ll Ll

I [ [ I

PMD:IS_UNITDATA_i.request NOTE—One direction is illustrated. PMD:IS_UNITDATA_j.indication

Figure 162-2—100GBASE-CR1, 200GBASE-CR2 or 400GBASE-CR4 link

Draft Amendment to IEEE Std 802.3-2022 |EEE Draft P802.3ck/D3.3
IEEE P802.3ck 100 Gb/s, 200 Gb/s, and 400 Gb/s Electrical Interfaces Task Force 10 June 2022

162.9.4.7 Output jitter

Output jitter is characterized by four parameters: Jgygg J3u. J3uy3. and even-odd jitter. These parameters are
calculated from measurements with a single transmit equalizer setting to compensate for the loss of the
transmitter package and host channel. The equalizer setting is chosen to minimize any or all of the jitter
parameters.

ethernet alliance

liance: Clause 162 validation challenges at CR's TP2

TP2 is performed with TX FIR only and a 40GHz 4'th order
Bessel Thomson instrument response.

Large levels of data-dependant jitter (DDJ) are present
after tfraversal through these loss elements and need to
be compensated with any configuration of the Tx silicon's

TX-FFE to achieve the lowest possible 12Edge jitter values.

No Reference Receiver equalization such as CTLE or DFE is
permitted for TP2. Only TX Fir optimization is allowed.




12Edge Operations Funciion on closed eye's

AN KEYSIGHT

(e

sitter 0 S BAMSNSREL.  Results (Measure Al Edges) [
f1:4Port(m1) Y | |All tables Y | |All graphs

f1 J3u Table (832 Transitions) O

f1 Jrms Table (832 Transitions O

frof  Tol0 |  Tol1 | A
Al 111.771 mUl {
13 842474mUl  946538mUl 115,

CA | | )[_

FIOFI To LO I To L1 I A
All 187895 mUl L
13 172141mUl  17.6347mUl  20(,

CA N | —— >I_

f1 J4u Table (832 Transitions) O
F(ori To LO ] To L1 l A
All 123447 mul L
L3 842474mUl  946538mUI 115,

< 1] >
f1 J6u Table (832 Transitions) O

fof Tol0 | Tot1 | A
Al 123.447 mul L
13 842474 mUlI  946538mUl 115

f1 EOJ Table (832 Transitions) O

Fror[ To LO I To L1 I A
Al 890857 mUl L
13 811482mUI 780131 mUI  8.1¢,

< 11] >
f1 Composite Histogram

odi
L mui
395 mul

f1 L1 to LO f1 L2 to LO

10 oM.
| FH0m0E |
fllLltol2 flil2tolL1

AM’ZI .!.: | d

flL1tolL3 fllL2tolL3

y
U

bl

o it

f1 L3 to LO

fiL3tolL1
s rotll
£ a4
fl L3 toL2

7kl
Adadll

< 11N ’[—A . S —

®1amvy BB -114v OOTA @

Real-Time Eye [MSSi—
M. 6.82135 MUI
P 1 Wfms

Sea| |ROI9A | Seay awi |

——
[e———

-18.8 ps

188ps @

<
456 mV

Real-Time Eye
6.82082 MUI
1 Wfms

456 mV

188 ps 15.1 ps 113 ps -7.53 ps i 3 18.8 ps

) MOIX @< =
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TP2 measurement use-case Is Important

TPO TP2 From the standpoint of being able to confirm electrical
10.975 dB interoperability of a CR Transmitter port by inserting an HCB and
< — >| evaluating the signal properties, TP2 is important for system
validation
S I N R P The Jitter values at TP2 are currently based on a conservative set
Trans_mlt i Host 2 HCB | of loss values.
function | g » O &P Under most conditions 10.975dB-15dB net loss, the current J3u
- value of 125mUlis atftainable with a 5 tap FIR.  Beyond 15dB
1L requires careful study of advanced TX FIR capability, as margin
<6 f— >i m disappears quickly.

J3u
Total Path Loss (dB) | TX FIR JRMS (mUI

- 0/0.03/-0.15/ 0.7/-0.08 75 10
- -0.01/0.05/-0.18/ 0.55/ -0.21 120 16

ILdd (dB)

1
0 5 10 15 20 25 30 35 40 45 50
Frequency (GHz)

Figure 162B-3—Mated test fixtures differential-mode to differential-mode insertion loss

ethernet alliance
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Even-Odd-lJitter (EOJ) Measurements

All

In practice, the EOJ result is impacted by a physical CDR loop BW and the pattern harmonics ol
1. EOJ from DUT: CDR responds to the EOJ in the signal, is filtered by
the Jitter Transfer Function (JTF) low-pass response, and moves the phase of the clock.

o Spectral Component = Fbaud / (2*PatternLength) = 53.125 GBd/16,382 symbols = 3.24 MHz (in-band) o
o Normal distribution, increases/decreases the amplitude of the EOJ component based on phase relationsl ot SeeEEe
o But EOQJ algorithm always records the maximum of the of the 12 edges (worst case result), so EOJ result wi..
always be increased due to the component (sub-harmonic) of EOJ that falls within the loop BW of the CDR.
o The reference clock recovery unit (CRU) used in the measurement acts as a highpass jitter filter with a corner
frequency of 4 MHz and a slope of 20 dB/decade

JSA Results

——
1

CDR Src: DiA  Symbol Rate:
Jitter Spectrum Analysis Results
Jitter Spectrum: Emulated Avg: 4/ 16

s Sub-Harmonics of EOJ are created
Spectral Measurement Band Limits: 1.500 kHz to 26.25 MHz
Measurements Spectrum Peaks bClsed On quUd Gnd PCIﬂ'el'n Lengih:
Frequency Magnitude o Baud Rate: 53.125 Gbd

613.67 kHz 589f1s

e e 10078 Mz o PRBS13Q Pattern Length: 8191
RJ (rms)*: 80.68 fs 1.0857 MHz 740 as Sym bO|S

1.6213 MHz 4181s

32420 MHz 6264 s o Spectral Component = Fbaud
Soa0ombe noE / (2*PatternLength) = 3.24 MHz

4.2508 MHz 3.22fs

4.8643 MHz 11.26 fs (in_bgnd)
5.4779 MHz 8.49fs

T1 T2 5.8721 MHz 9.28 T
(odd) (even) - 6.4858 MHz 125411

ethernet alliance 2 validation challenges at CR's TP2

16,382 symbols

Use data from 12 specific edges. Use data from 12 specific edges.
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What can be done@¢

Since “Real” systems don’t have repetitive patterns that create this type of issue, it is our belief that any
impairment of EOJ due to this relationship is unintended by the standard.

The physical PLL/Harmonic “interaction” effect can be mitigated if EOJ is measured with:

1. Alower CR Loop BW.
 Allow CR loop BW to be lowered from 4 MHz to x MHz (Example: ~ 100 kHz).=> Simple

2. A shorter pattern such as PRBS9Q
* Fbaud / (2*PatternLength) = 53.125 GBd / (2*511) = 52 MHz >> 4 MHz CR loop BW

3. Aninstrument with an oversampled digital PLL such a Real-Time Oscilloscope

Final .3ck spec says..

a) The test pattern 1s either PRBS13Q or alternatively PRBS9Q. PRBS9Q 1s defined 1n 120.5.11.2.a.
Meeting the even-odd jitter requirement with only one pattern 1s sufficient.

b) If the test pattern 1s PRBS13Q. the comer frequency of the clock recovery unit (CRU) 1s set to
4 MHz or to 1 MHz. Meeting the even-odd jitter requirement with only one CRU bandwidth 1s
sufficient.

ethernet alliance e 162 valication challenges at CR's TP2




Instrument Correlation

CR-Measurement (TPJUXR(11.50) DCA (7.50) Difference |Comments
JRMS(mUI) 24.8 23 1.8|Equivalent-time instruments have added advantage of 1.5 ENOB better sensiti
J3u(mUl) 170.8 161 9.8|Real-time instruments will always report slightly higher Jnu over a Equivalent-
EOQJ(mUI) 31.3 45 -13.7|The consecutive cycle to cycle nature of EQJ favors a Real-time instrument
RLM 0.961 0.969 -0.008(Should expect a good match with closed eye's favoring RT.
Vi(mV) 325 327 -2|How current is your calibration..
SNDR(dB) 33.2 32.9 0.3|Within normal run -to-run variances, these should be similar

e Differences in the two

Insfruments are to be

expected within the confines
of architectural and fidelity

differences.

* In ferms of which instrument is
closest to the “correct value”
that depends.

==\ ethernet alliance
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Summary

e The EA interoperability program is an ideal forum to evaluate both prototype
and finished designs. Early exposure to the test program is highly beneficial for
both Design Validation tfeams as well as the Test Instrumentation teams.

e Many of the 802.3ck early Systems tested have “interoperability opportunities”.

e |EEE 802.3ck electrical validation has certain tight validation margins and a
“Yone instrument does it all” approach is unlikely to serve the best overall results.

It’'s ok to mix and match the instruments to get access to the breadth of best
margin results.

ethernet alliance e: Clause 162 validation challenges at CR's TP2
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Teltronix:

HSN Plugfest Highlights (May 1-5, UNH-IOL)

e Alliance hosted a week-long High Speed Networking (HSN) plugfest at UNH

e 18 member companies parficipated in this event helping to improve ecosystem

interoperability with a special focus on interoperability of Ethernet devices supporting

data rates of 25-800 Gb/s Col i |
HIGH-SPEED NETWORKING
e Eventwas also open to non-members SAVE JQS? PIUngSf

THE DATE
IS 1.5 2023

e Blog highlighting technical details is coming soon

More plugfests planned for 2023, stay tuned for details “ | A ]

ethernet alliance
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Physical layer tests considered at plugfest 1

Electrical standards: CR V', AUl C2MV
802.3ck 100 Gb/s/lane V
802.3ck 50 Gb/s/lane V

For optical standards, see next page

==\ ethernet alliance
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Physical layer tests for future consideration
for Phy measurements

Optical standards

100 Gb/s/lane SM IMDD v /x
e 50G intereste v/x
e 200 G intereste v'/x

100 Gb/s/lane MM IMDD (802.3db, others)
* 50 G interest v'/x

==\ ethernet alliance
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Physical layer test stations

ethernet alliance




Teltronix:

Physical layer 802.3ck fixturing

= Test & Measurement vendors
supplied host and module
fixtures for proving the
standards

CMIS (Common Management
Interface Specification)

® and older management were
used to communicated to
DUTs

==\ ethernet alliance )
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Physical layer test: Station se’rup

Plugfest setup — ¥
Tektronix station: -3

Two stations of
802.3ck TX Test
supporting setups,
each based on Tek
DPO70002SX

oscilloscopes

_ X . el B \\-“
=\ ethernet alliance
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Physical layer test: CR jitter example

PMD PMD
service service

interface @ MDI MDI @ interface
? @ ™ | @)
: 100GBASE-CR1: 1x :
' | |
| |
| |
| |

200GBASE-CR2: 2x

|
|
|
400GBASE-CR4: 4x |
SLi<p> Signal;<p> / o DLi<p> |
: Signal; shield receive —»
function - — [ = == == =i == — —— 1 function
| A~ F~— ~ A |
| o _L—llLL_ _Linkshield | Hlli_ ] |
| | | |
<4+—>
I e | R |
> | Channel | o)
| < 1 | > |
| | | | l |
1 PMD e Cable assembly i PMD N
1 - L] Ll
| I | |
PMD:IS_UNITDATA_i.request NOTE—One direction is illustrated. PMD:IS_UNITDATA_.indication

Figure 162-2—100GBASE-CR1, 200GBASE-CR2, or 400GBASE-CR4 link

From IEEE 802.3 2022/12 specification

ethernet alliance
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Physical layer test: compliance table example

Directly based on standards compliance characteristics, e.9.

Table 162—-11—Summary of transmitter specifications at TP2

Parameter SEbclanse Value Units
reference

Signaling rate, each lane (range) 53.125 + 50 ppm? GBd
Differential pk-pk voltage with Tx disabled (max)® 93.8.1.3 30 mV
DC common-mode voltage (max)b 93.8.1.3 1.9 \'%
AC common-mode peak-to-peak voltage (max) 162.9.4.4

Low-frequency, VCM g 30 mV

Full-band. VCMggp 80 mV
Differential pk-pk voltage, v (max)® 93.8.1.3 1200 mV
Effective return loss, ERL (min) 162.9.4.8 73 dB
Common-mode to common-mode return loss, RLcc (min) 162.9.4.9 See Equation (162-6) dB
Common-mode to differential-mode return loss, RLdc (min) 162.9.4.10 See Equation (162-7) dB
Transmitter steady-state voltage, v (min) 162.94.1.2 0.387 v
Transmitter steady-state voltage, vf(max) 0.6
Linear fit pulse peak ratio, Rpeak (min) 162.9.4.1.2 0.397 —
Level separation mismatch ratio Ry g (min) 162.9.4.2 0.95 —
Transmitter output waveform

absolute value of step size for all taps (min) 162.94.14 0.005 —

absolute value of step size for all taps (max) 162.9.4.1.4 0.025 -

value at minimum state for ¢(-3) (mmax) 162.9.4.1.5 —0.06 —

value at maximum state for ¢(—2) (min) 162.9.4.1.5 0.12 —

value at minimum state for ¢(—1) (max) 162.9.4.1.5 —0.34 —

value at minimum state for ¢(0) (max) 162.9.4.1.5 0.5 — i 1 i

value at minimum state for ¢(1) (max) 162.94.1.5 =0:2 — Partlal IISt Only’ see next section

ethernet alliance
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Physical layer test: CR output jitter compliance

|[EEE 802.3ck CR jitter specification:
Physical Medium Dependent (PMD) sublayer and baseband medium,

type 100GBASE-CR1, 200GBASE-CR2, and 400GBASE-CR4 are a good example of the jitter
measurements in the standard.

162.9.4.7 Output jitter specification, Table 162-11—Summary of transmitter specifications at TP2

Output jitter (max)
i 162.9.4.7 0.023 Ul
J3uy3 162.9.4.7 0.115 Ul
I3u 162.9.4.7 0.125 Ul
Even-odd jitter, pk-pk 162.94.7 0.025 Ul

Where both the J3u and Even-odd jitter, pk-pk are different from previous versions of the
standard.

Let's look at the differences...

==\ ethernet alliance :
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J3u, J3Uy;, J

Per IEEE 802.3, J3u is calculated using the measurement method for J4u (see 120D.3.1.8.1), except that

J3u is defined as the time interval that includes all but 10-3 of fJ(t), from the 0.05th to the 99.95th
percentile of fJ(f). J3u03 is calculated the same way as J3u except that the jitter calculation uses only
transitions RO3 and F30 in Table 162-13.

Why does the standard define both the J3u and the J3u03 as mandatory ?

Even Odd jitter: Even-odd jitter EOJ is the maximum of the 12 measurements of even odd jitter.

EOJ is one of the few measurements that can be measured with the standard patter PRBS13Q, or with a
shorter PRBS9Q pattern. Additionally for PRBS13Q the clock recovery PLL Loop bandwidth can be

lowered to 1 MHz.

Why does the standard allow different patterns and even PLL loop bandwidth ?

The reason behind these changes is that caution needs 1o be exercised with the pattern length duration
approaching the PLL loop bandwidth fime constant.

The precautions of the standard were reasonable: the J3u and J3ugz measurements correlated reasonably
well. The DUTs struggle with EOJ measurement in some cases, and additional (shorter) pattern is
welcome there.

==\ ethernet alliance



Teltronix:

Future of the plugfest, feedback

e The 2023/H1 plugfest was aligned with an InfiniBand™ plugfest. As
Ethernet and IB / RoCE share similar physical layer a further future
cooperation is being considered by both parties.

e The plugfest was well attended and generated good feedback. Itis our
intend to offer future plugfests, e.g. in 2024/H1, perhaps also in 2023/H2.

==\ ethernet alliance
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Thank you tor watching!

If you have any questions or comments, please email admin@ethernetalliance.org

IF @ethernetalliance

’ @EthernetAllianc

m Ethernet Alliance
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