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This presentation has been developed within the
Ethernet Alliance, and is intended to educate and
promote the exchange of information. Opinions
expressed during this presentation are the views of
the presenters, and should not be considered the
views or positions of the Ethernet Alliance
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Data Center Capex Outlook

$1.4T+
45% CAGR
16% CAGR Al ltyper
Pandemic-driven growt
24% CAGR cloud
Clou(.l expansion offset by
expansion enterprise

Server refresh
Tax cuts

slowdown

TEF 2025 DELLORO
Ethernet for GRroup

AE=

www.ethernetalliance.org



R R RRRRRRERrRRDRRRIWI—RWY
Worldwide DC Capex Surpasses $1.4T by 2029

Other DC

_ Accelerated
Networking (XPU-attached)
Servers

General-Purpose
Servers & Storage
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XPU Server Metrics

Accelerated | General-
| FE Network
Server purpose
FE ToR Server
CPUs 2 [ server 1-2 / server
4-XPU Server _
T Accelerators (XPUs) 4-8 / server 0 / server
merc | SRRl BRI EE FE NICs 2 / server 1 / server
> BE Network BE NICs 4-8 / server 0 / server
4-XPU Server
—~ic T FENIC FE + BE NICs 6-10 / server 1 / server
BENIC | BENIC | BENIC | BE NIC .
Y s ¥ ¥ Unit CARG % >20% <5%
» BE Network
NIC ASP >2X 1X
4-XPU Server .
FENIC | FE NIC 2029 Unit % >20% <80%
BENIC | BENIC | BENIC | BE NIC
'y 'y y Y 7y Network Inference Card (NIC)
» BE Network Front-end (FE): network for storage I/0O, control-plane and user-plane traffic
: Back-end (BE): network for XPU-to-XPU connectivity '
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Total Ethernet NIC Five-year Forecast

m Accelerated (XPU) Server Attached

General-purpose Server Attached
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Ethernet NIC Speed Transition (Front-end)

Customer Server
2017 2023 > 2026
Segment

SerDes Speed - 28 G NRZ 56 G PAM-4 112 G PAM-4 224 G PAM-n
Network i i 25/50/100 800/1600
Fabric Speed Gbps 0000 Chorge Gbps oo (G

General- 25 Gbps (1x)
Tier 1 Cloud SPs ~ purpose 50 Gbps (2x)
High-end 100 Gbps (4x) 200 Gbps (4x) 400 Gbps (4x) 800 Gbps (4x)

Server (NIC)  Other Cloud SPs  General-

100 Gbps (2x) 200 Gbps (2x) 400 Gbps (2x)

Port Speed  Teleo SPs purpose 25 Gbps (1x) 100 Gbps (2x)
Large Enterprises  High-end 100 Gbps (4x) 200 Gbps (4x)
I 10 G Base-T (1x)
Notes:
TEE 2025 * High-end: Accelerated computing for Al applications, AFA arrays, blade servers DELI'ORO

Ethernetfor o ]x =] SerDes lane, 2x = 2 SerDes lanes, 4x = 4 SerDes lanes GRoup
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Ethernet NIC Speed Transition (Front-end, Non-Al)

100% - m 2400 GbE
2 - (224 G SerDes)
O
o m 200 GbE
c’% (112 G SerDes)
o 50% - m 100 GbE
g_ (56 G SerDes)
2
@) 25/50 GbE
g (28 G SerDes)
o

0% ~1/10/40 GbE
™ % % @ 7 2
SV o e i Vi o
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Ethernet NIC Speed Transition (Front-end, Al)

100% -
2
o ®m 2400 GbE
(‘%" (112 G SerDes)
T m 200 GbE
50% -
ClEJ ’ (56 G SerDes)
o
%) = 100 GbE
*g (28 G SerDes)
+ 0%
o -
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Ethernet NIC Speed Transition (Back-end)

UL, Server Type 202 > 202
Segment yp 3 7

SerDes Speed - 112 G PAM-4 224 GPAM-n 448 G PAM-n
Network Fabric
Speed - - 800 Gbps 1600 Gbps 3200 Gbps

Accelerated Server

Tier 1 Cloud SPs Clusters 400 Gbps (4x) 800 Gbps (4x) 1600 GbE (4x)
Server (NIC) FevE N pes
Port Speed ther lou > Accelerated Server 400 Gbps (4x)
Telco SPs 200 Gbps (4x) 800 Gbps (4x)
: Clusters 800 Gbps (4x)
Large Enterprises
Notes:
* Ix=1 SerDes lane, 2x = 2 SerDes lanes, 4x = 4 SerDes lanes
* 800 Gbps NICs in 2025 may be mostly in Grace Blackwell platforms
* 800 Gbps adoption outside of Tier 1 Cloud limited in 2025
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Ethernet NIC Speed Transition (Back-end*)

100% - = 1600 GbE
52 (448 G SerDes)
% m 800 GbE
c (224 G SerDes)
n
"qc'; 50% - = 400 GbE
c (112 G SerDes)
Q
-C-IE) m 200 GbE
+ (56 G SerDes)
O
o m 100 GbE
o _
0% N (28 G SerDes)
(1, %@ @@ /\Q) (bQ
> (19‘1/ (19‘1/ (19(1/ (19‘1/
*Refer to Data Center Switch — Al Back-end Networks report for background
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Key Takeaways

« Data center capex is surging, fueled by the shift toward
accelerated computing and Al infrastructure.

« XPUs are adopted at scale, led by large hyperscalers building
massive Al clusters.

« Al workloads are driving the demand for high-performance, low-
latency back-end networks.

» Back-end Al cluster networks are driving transitions in Ethernet
NIC speeds, with 800G and beyond.
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QUESTIONS?
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