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This presentation has been developed within the
Ethernet Alliance, and is intended to educate and
promote the exchange of information. Opinions
expressed during this presentation are the views of
the presenters, and should not be considered the
views or positions of the Ethernet Alliance
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Accelerating Market Adoption of Optical Networking Technologies

160+ Member Companies

COHERENT OPTICAL | B

Multi-Vendor Interoperability in
Client Form Factors

1600ZR+
+ <]000km Multi-Span Coherent DWDM

1600ZR, 800ZR, 400ZR
= >80km Coherent DWDM

1600LR, 800LR
» <]0km Coherent Point-to-Point

ELECTRO-OPTICAL & +6)

Energy Efficient Interfaces (EEI) —~Low
Latency/Optimized Energy Interfaces
for AlfML

- Compute Optics Interface (COI)

- Retimed Tx, Linear Rx (RTLR)

« External Laser Sources (ELSFP)

» Co-Packaged Modules (3.2T)

Common Electrical 1/0 (CEI)

+ High-Speed Building Blocks

+ 448G, 224G, 112G, 566G, 28G

* LR, MR, VSR, XSR+, XSR, MCM, Linear
+ Protocol Agnostic Link Training

P 25+ Years of Service P Member Driven Global Organization

Identifies Industry
Needs and Gaps

Publishes Implementation
Agreements (specifications) (100+),
Requirements and White Papers

Performs Interoperability
Demonstrations (65+)

Advances industry
consensus via workshops,
webinars, etc.

For more information, visit www.oiforum.com

www.ethernetalliance.org

MANAGEMENT (& + /%

Common Manhagement Interface
Specification (CMIS)
- Single Solution Ranging From Copper

to Coherent
+ Simplified Bring up Between Host and Module
* Supports Standard and Custom Interfaces

Transport SDN APIs
« Automation, Programmability

Enhanced Network Operations

« Artificial Intelligence

« Digital Twin

« DC Storage and Optical Multi-Layer
Coordination

PROTOCOL

Flex Ethernet (FlexE)
« 800 Gb/s Ethernet
PHY support
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OIF Delivers Interoperable Power Optimized
Electrical Definitions

[ ] — Chi —:- Up to 50mm package substrate
‘ L <— Bl ‘ 1e-15 or lower (FEC is allowed)

2.5D Chip-to-Chip Chip to Co-Pkg Optics Engine

CEl-224G-XSR

200mm of host, 20mm of module

i Pluggable
Chlp R Optics 1 connector

Chip to Module 1e-15 or lower (FEC is allowed)

CEl-224G-VSR

L00mm of reach
1 connector

CEl-224G-MR
1e-15 or lower [FEC is allowed)

] : ] 1000mm of host and daughter cards
CEI-224G-LR Chip B8 B B Chip 2 connectors

Backplane or Passive Copper Cable 1e-15 or lower (FEC is allowed)

Linear operation up to 224Gbps-PAMA4 interconnects

CEl-224G-Linear :l: Without DSP/SERDES in Optical Module
Lower power and cost targets

TEF 2025

Ethernet for
AE: OIF

www.ethernetalliance.org



EEEEEEEE————————
448G Next Generation CEI-448G Framework
OIF

Project Inputs from Members and SME OIF Member Analysis Generate Findings Possible Resultant Project Starts

Die to die/OE

Reaches & architectures — /
Chip to module

required
Powerpl/b —— * wh —
ower ite paper . .
Working Group summarizing Chip to chip

Transmission medla discussion/debate/analysis S Non/half-retimed?

Modulation/FEC — b \\“* Hybrid (cabled) backplane

//A- \ New applications??? Next Generation CEI-448G Framework

Channel sims

Test and measurement

OIF-FD-CEI-448G-01.0
November 4, 2025

OIF CEI-448G Framework Project

Start in August 2024

Access the OIF 448G
Framework Document here:

https://www.oiforum.com/wp-
e 2025 content/uploads/OIF-FD-CEI-

Ethernet for

ng 448G-01.0.pdf
i’!\ www.ethernetalliance.org
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https://www.oiforum.com/wp-content/uploads/OIF-FD-CEI-448G-01.0.pdf

S

Electrical Interconnect Considerations

Cathy Liu
OIF Vice President
Distinguished Engineer, Broadcom
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Agenda

« The shift to 448G to meet Al scaling
challenges and bottlenecks

« Key challenges and potential solutions for
448G electrical interconnect

= Cost, power and electrical link reach

= Channel requirements and
characteristics

= Modulation, equalization, and
FEC/latency

« CEI-448G interconnect application
interfaces

TEF 2025
Ethernet for

FI% @ BROADCOM' DlF

www.ethernetalliance.org



R\
Shift to 448G

 Interconnects are an essential part of Al
infrastructure

« Copper remains as primary interconnect for
scale-up network today

« To keep pace with the growth in Al model
parameters size, OIF created the CEI-448G

framework
Scale-Up Scale-Out
State of Art Today Next Generation State of Art Today  Next Generation
# of Accelerator Nodes ~100 ~1k 100k+ >>100k
Physical Size Rack Rack to Row Datacenter Datacenter
Network Properties Lossless, Low Latency Large scale
Primary Interconnect Type  passive PCB Twinax Backplane: within rack
Twinax Backplane: within rack AEC: between adjacent racks Optical Optical
AEC: between adjacent racks Optical: within row
TEF 2025
Ethernet for

A @sroancom (J]F
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Cost, Power and Electrical Link Reach

« Achieving comparable reach to 224G at

OIF CEI

4 48 G _I S exce p t_l on ally Ch all en g_l n g projects CEI-56G-LR CEI-112G-LR CEI-224G-LR CEI-448G-LR
. . Timeline 2014-2017 2017-2021 2021- 2026-

° The ]nc.rea.s.ed Nqu]St frequency for 448G Ethernet rate 50/100/200G 100/200/400G fggééoo/Soo/ 400/800/1600G/3200G
pOSeS S]gn]flcant Challenges for Switch capacity 12.5T 25T/50T 50T/100T 100T/200T
bandwidth-limited copper interconnects  Perlanedaa ¢, 112 Gbps 224Gbps 448 Gbps

« Power consumption is a critical Mocu HOTEEN R 1 PAM4 PAM4 L
constraint; balancing longer reach with its insertionloss 3oTR214GHz PSR a28GHz - 40dBats00Hz qpp
1mpact on 1nterconnect power 1s crucial Osticc]:iveS sm copper cable 2 copper cable ;r;)lc:pper TBD

« Tail latency significantly hinders Al PreFECBER | " " -
applications, especially in distributed —

SEHDES Analog/DSP  Analog/DSP DSP TBD

training and inference, requiring careful architecture
design consideration

TEF 2025
Ethernet for
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Typical 448G Electrical Applications

Pluggable Module with CPC

Host PCB

Module PCB

‘ Host PCB Optical Fiber

Optical ! !

CONN

- Optical Fiber
Optical
Engine

Backplane Connection with CPC

Copper Cable Copper Cable

Optical Fiber

....................

Electrical

CONN Retimed Optics

Pluggable ( )

Pluggable

Host PCB Copper Cable e
Pluggable
AEC/DAC
Copper Cable
Optical Engine pessmgy, CPO Q
m o Conns CPC: Co-packaged Copper CPO: Co-packaged Optics
‘ Host PCB ‘ LPO/Linear: Linear Pluggable Optics LRO/RTLR: Linear Receiver Optics
os
DAC: Direct Attach Copper Cables AEC: Active Electrical Cables
TEF 2025
Ethernet for

AE=

| © BROADCOM DlF



TEF 2025
Ethernet for

AE=

Channel Requirements and Characteristics

Increasing data rates lead to VSR Channel

degradation in SNR due to increased L .
conductive and dielectric losses, and
noise from reflections and crosstalk

30AWG 300mm

Cable Die{Serdes)

Die{Serdes) On module board

e gy

Increased |/0 density exacerbates =
crosstalk concerns
Intra-pair skew can amplify jitter and N o
inter-symbol interference, degrading 8 > AsRRAAAANA f-NWTﬂ Reurn Loss, Modulesie
the eye diagram f o m OB . e

. T T - Crosstalk includes 3 FEXT and 4
Current channel bandwidth is limited to & = \'\n// NEXT aggressors, module side.
approximately 90 GHz, largely due to o D
connector technology, making PAM4 oo N AN R
challenging for 448G Toeomow o wom o oR

| o eroapcom (]|
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Channel Advancements

« Meanwhile, emerging interconnect technologies

and ongoing advancements in connector design wmew Advances in HPDC interconnects
offer promising pathways to overcome these | L e
bandwidth limitations. 1
- However, what if these existing ; P
connector/channel bandwidth limitations persist i nooaEE
longer? T
« To meet fast pace of Al network demanding D L P
> Short-term: Maximize near term infrastructure 4 e R e AL
Requires higher order modulation - g‘ | N 33 s
= Mid-term: Address channel limitations without o g IRAISHAY
full-scale replacement Ty i
Use PAM4 where possible, e.g. XSR 5000 freduency, e ! —

0.01 GHz 11.009 22.008 33.007 44006 55.005 66.004 77.003 88.002 99.001 110 GHz 10.999 GHz/div

Use higher order modulation where required, e.g. LR

= Long-term: Full-scale hardware transition

Full transition to lowest possible modulation
Use higher order modulation for longer reach or faster speed (e.g. > 448 Gbps)

| o esroancom [JIF

TEF 2025
Ethernet for
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Potential Solution Spaces (Modulation, FEC ...)

 If channel bandwidth remains limited to ~90 « FEC can be enhanced by

GHz, higher-order PAMn modulations (like = Adding redundant symbols (e.g., an inner

PAM6 or PAM8) may be necessary, but code)

= This creates mismatches with IMDD optical - Like 200G IMDD optics inner code
PMD modulation and impacts backward - However, this increases the overall baud
compatibility rate and consumes more bandwidth

= This implies that 448G linear pluggable = Expanding Modulation Constellation Space
optics (LPO) will not be possible (e.g., coded modulation)

= A stronger FEC could be necessary for 448G » This will not increase the overall baud rate
electrical link to offset SNR penalty and achieve better spectral efficiency

- However, more complicated DSP detection
is needed
TEF 2025

Ethernet for

AE= @sroancom (]
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448G Interconnect Applications

Interconnect Application Distance Up To Types of interfaces Potential CEI projects

Die to Die in a Package ~25mm Electrical XSR

Die to Optical Engine in a Package ~50 mm Electrical XSR/XSR+, Linear, RTLR

Chip to nearby optical Engine ~150 mm Electrical XSR/XSR+, Linear(?), RTLR(?)
Chip to pluggable module ~250 mm Electrical VSR, Linear(?), RTLR(?)

Chip to chip within PCBA ~50 cm Electrical or Optical MR

PCBA to PCBA across a . .

D e e Py ~1m Electrical or Optical LR

Chassis to Chassis within a rack ~1m Electrical or Optical LR

» CEI-448G-FD identified potential CEI-448G electrical interconnection applications

TEF 2025
Ethernet for

FI% @ BROADCOM' DlF

www.ethernetalliance.org
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Electrical Channel and Modulation
Considerations

Dr. Mike Peng Li
OIF Board Member
Fellow and Chief Technologist, Altera

TEF 2025
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Agenda

« PAMn modulation considerations for 448G
* Modulation vs SNR/Ul/jitter
= Modulation vs channel IL

« PAMn SERDES and package at 448G
 Latest CPC technology and E2E channel/link at 448G
e Summary

TEF 2025
Ethernet for

AE | altera OIF
www.ethernetalliance .org ™
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Comparisons of 448 Gbps PAMn Modulations

Data Rate (Gbps) 448 448 448 448 448 448
PAMn Levels 4 5 6 7 8 16
Bit per symbol 2.00 232 2.50 2.81 3.00 4.00
Symbol Rate (Gbps) 224.00 192.94( 179.20| 159.58| 149.33 112.00
Ul (ps) 4.46 5.18 5.58 6.27 6.70 3.93
Nyquist Freq (GHz) @12.0 96.47| (89.60) 79.79| 74.67 66@)
SNR Delta (dB) C00p] -250] (-444) 602 -7.36/C -13.98)

Ethernet for

A= altera. OIF
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PAMNn on BW Efficiency Plane

= Different trajectory of different modulation on Bandwidth Efficiency Plane

R/W vs. Eb/NO for Some Mod Symbol Error Rates (Pe)

= PAMn and their distance from channel capacity 8 |
are the focus " P ';
6t O _4PAM-8
= FKach PAMn location on BW Efficiency Plane o 5 BANL6
depends on its symbol error probability (Pe)
= Higher order PAMn of the same Pe requires larger ) 4:' PAN-4
Eb/No for a given peak (or peak-to-peak) voltage 2.1
and noise level 5|
= The lower Eb/No (normalized signal-to-noise ratio § : f |
(SNR), the closer to channel capacity and the 21 / PAM-2
higher Pe o — 5 Pe=-1e3
= The closer to channel capacity, the more complex DA
and longer latency FECs are required for reliable | Channel Capacity | |
communication, which is not liked by AI/ML i .
TEF 2025
Ethernet for Eben 'dE]
n R/W defines the bandwidth efficiency which is the ratio of t DIF
= 5 s i fcney i s bt o eI‘Ci
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448G Channel IL vs PAMN

= PAMn choice critically depends on the channel bandwidth

IL (dB)
>
§
o
5
o
£

40

TEF 2025 50 60 70 80 90 100 112
Ethernet for

A= Freq(GH2) altera. OIF
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448G Chip-to-OE/Module Modulation Considerations

224G

448G
-PAM4 elec
-PAM4 opt

448G
-PAMG6/8 elec
-PAM4 opt

Ethernet for

AE=

XSR
Interconnect

I I I I T e T Te e TeXeXe]

PAM4

PAM4

-Desirable for elec to opt
alignment

-Unknown if production is
feasible

PAM6
-Undesirable for elec to opt
alignment

Die/Optical Enginel
Fiber

PAM4

PAM4

-Desirable for elec to opt
alignment

-Unknown if production is
feasible

PAM6/8

-Undesirable for elec to opt
alignment

-improved production
feasibility

VSR

PAM4

PAM4

-Desirable for elec to
opt alignment
-Desirable for better
SNR

PAM4

-Undesirable for elec to
opt alignment

-Doesn’t get to the
lowest power (LPO)

hModule

VSR

Interconnect

150 mm

T YT fopr Nowes

vs PAM6/8 elec

+ e-o compatibility

+ Enable LPO/lower power/lower cost

* Lower latency in optical links/backward
compatibility

* Production feasibility under investigation

* Elec channel reach is compromised

vs PAM4

* Better TTM

* No e-o compatibility without gearbox
* No LPOl/lower power/lower cost

* Optimized Elec channel reach

altera. OIF
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448G SERDES

= With:

» Advanced architecture, including advanced digital-to-analog converter

(DAC)-based transmitter (TX), analog-to-digital converter (ADC)- based
receiver (RX), advanced Analog Front End (AFE)

= Efficient SNR-oriented calibration of ADC

= Efficient convergence and adaptation algorithms

= Advanced process nodes (e.g., <=N3/N2, <=18A)
» 448G-PAM4/PAM6 SERDES are feasible

TEF 2025
Ethernet for

A altera. OIF
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SERDES ADC/DAC Arch for Dual PAM4/PAM6

= Demonstrated at 224 Gbps and extendable to 448 Gbps

Real-Time Eye |
| 13197snu1
{6 Whr

Eh= 187mV

Ew.=7.7ps =
— W &

Eh=192mV "=
Ew=9.4ps_, =
‘:—o AR N
Eh=190mV=" =
Ew=7:4ps

Real-Time Eye
449.331 kUI

1 Wfms
Eh98 am\..

Ew= 26ps' fai‘ .

N
Eh=100: Qn“

Ew—29p§, E&
Eh= 99‘*‘21m\{ f-&

Real-Time Eye
1.07275 MUI
3 s

Eh=51.6mV
Ew=2:3ps

Eh=58.4mV
Ew= 215ps
- “}

Eh=61. 9m O
Evi=2.8ps X 7
- '\
Eh=58.4mV
EW=2.5ps: —

-
Eh=54.1mV

E&Z .3ps
ek 2025 28GHz Clock i PAM-6 224Gb/s

A= altera. OIF
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448G Package

Propagation Constant - Comparison mm BGA
dPackage BW depends on ball pitch w7 587000 0.0000
> 112G (PAM4): < 1mm s |5 e sl
> 224G (PAM4): < 0.8mm
> 448G (PAM4): < 0.5mm
UPackage ball pitch of <= 0.5 mm is

available today

Fpolnr%amma(P‘J _Dp65:3))

qunnggamma{m _OpS:3))

60.00 8000 100.00 120.00 140.00
Freq [GHZz]

Cut-off frequency of BGA ball pitch

0.00  20.00 40.00

Cutoff

58GHz 72GHz 90GHz 115GHz
Frequency
224G 448G
Modulation PAM4 PAM6 PAM4 PAM6 PAMS PAM16

» PKG can potentially support 448Gbps-PAM4 signaling, with < 0.5 mm
Ethernot for pitch, ball structure, advanced materials/stack ups (e.g., skip layer)

Al . altera. OIF
www.ethernetalliance.org ™
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A 448G Electrical Cable Link System with CPC Connector

Cable
CPC CPC

Host Chip Conn Conn Host Chip
Die Die
D0 00 00 0 (0 DO 0000 0Q0
PKG PKG

)| O O 00000 ( FIXNNNINXXNNNX

e 31 AWG cable with Luxshare CPC connector is used for this study

TEF 2025
Ethernet for

A altera. OIF
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425 Gbps (Enet)-PAM4 COM Simulation Results: w E2E CPC Channels w/XTLK

o | 4ZSGICOM Results: I:-‘AM4 Channel Cases (Sorted by Die-to- DleIL] e COM has hea|thy margin (1 -5 dB) when IL< 40 dB
o ° ! & PAM4 PAMACH
7t o ° 0 45 | 1D T e e COM decreases with increasing die-to-die IL and cable
] ¢ ! length when IL >= 27 dB.
L o I 7
o L ¢ : | e Last passing channel: 1200 mm (marginal)
g4t * ! :
] L — -
.l N . « IL limit target based on 3dB COM pass rate
] o
L ! | = ~41dB
! 425G COM Crosstalk Penalty (dB)
ok - 0.16 T T T T T
: ¢ ¢
B Z‘ID 2I5 E.ID 9:5 4ID 4:5 50 0.14 1 ¢ &
Die-to-Die IL (dB) Y
425G COM Pass Rate: PAM4 Channel Cases vs. Die-to-Die IL @ 0.12f o
' ' ' ' i ' PAM4 PAMACH ; ¢
| = = =|L Thre E 0.1+
: &
: ﬁ 0.08 ¢
2, 1 . o e . § ¢
2" - « This is a projected 448G COM  § o o
@ : . . . =
o - configuration and analysis (not 3,.,|
= - an OIF IA COM configuration o o
S 09 | 0.02 o o
: spec) 0
: I:"15 45 50

L lo-D|e IL dB
0.85 I I i _ | — —_—
20 25 30 35 4 45 S0
Die-to-Die IL (dB) e rd
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A Projection of OIF CEI-448G |IAs and Characteristics (As of Dec, 2025)

I N S S O

Data Rate 288 — 462 288 — 462 288 — 462 288 — 462 288 — 462
(Gbps)

Post/Pre FEC 1E-15/<1e-6(?) 1E-15/5e-5(7?) 1E-15/5e-6(?) 1E-15/1e-4(7?) 1E-15/2e-4(?)
BER (max)
Distance (max) 50 mm 220 mm 500 mm 1000 mm 120 mm

PCB+ 0 PCB + 1 PCB + 1 PCB + 2 PCB + 1
connector connector connector connectors connector

Insertion Loss ~15 ~30/35 ~30/35 ~35/40 ~22
(dB) (at fy,
bump-bump)

Modulation PAM4 PAM8/6/47? PAM8/6/47? PAM8/6/47 PAM4

(pJ/b)
FEC Y Y Y Y Y

‘ Sys Power Target 0.5 0.8 1.8 2.5 <2.5

TEF 2025 Power estimates assumes process technology in 2026-2027 (e.g., N2, 18A, 16A, 14A)
Ethernetfor . [oF channel can support PAMS8, PAM6 and PAM4 modulations

n % »  Optical with PAM4 modulation q Ite rd ) D I F
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Summary

= PAM4 has served well for OIF CEI-56/112/224G, Ethernet 53/106/212G, and has been the dominate
modulation for the ecosystem since 56 Gbps

» 448G-PAM4/6/8 SERDES are feasible with advanced process nodes (e.g., <=N3/N2, <=18A)

= Advanced package technologies supporting 448G-PAM4/6/8 signaling based on a pitch < 0.5 mm, along with
advanced materials, ball structure, and stack-ups (e.g., skip-layer) have been simulated

= Latest CPC and associated passive cable technology supporting a reach up to 1.2m with 448G -PAM4
demonstrated via simulation

= 448G Optimal modulation (e.g., PAM4 vs PAM6 vs PAM8) depends on
= End user TTM, power/cost, performance/latency requirements

= Promising progress is being made across multiple connector/channel suppliers to support the system
tradeoffs of PAM4 vs PAM6 vs PAMS8

= PAM4 can enable low power XSR and LPO

= |ots of interesting and challenging work ahead in developing next gen 448G electrical I/O technologies and

specifications
TEF 2025 P
Ethernet for

A altera. OIF
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Does Optics Have What Is Needed For
Scale-Up/Out Links?

Jeff Hutchins
OIF Physical & Link Layer Working Group Energy Efficient Interfaces (EEI) Vice Chair
Dir Optical Technologies, CTO Office, Ranovus

TEF 2025
Ethernet for

Al . ranovus' Q]
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Scale-out & scale-up requirements from hyperscalers
Scale-up Networking

Scale-out links
» Reaches of 100s of meters |
» Currently using pluggable optics

#3

|
Scale-up links i Gruey
> Reaches = 20 meters |
> ~10x the BW of scale-out }

» More sensitive to latency

Network

Ultra £thernet

I PCle/CXL
| w— P Scale-up

——————————————————— GPU Scale-out

» Currently using passive copper \ = Ethermet
Energy efficiency is a key Scale-out Networking
TEF 2025 requirement for training Pods

AE=

raNovus (JIF
www.ethernetalliance.org
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Scale-out & Scale-up links will both leverage Ethernet

» PCle based links have been used for scale-up

XPU XPU
B Cc

» Now two important scale-up protocols:
= — Enables innovation in e NVLink switching solutions
Ethernet based switching solutions like
or Accelerator | Other Accoterator [ERACEY I MENSIE )
et | (T Tamey UALink, UEC, SUE-T, & recently ESUN

» ESUN (Ethernet for Scale-up Networking)

Ethernet Header e Announced at OCP October 2025

Enables a platform for open systems

Enables interoperability of xPU network

Ethernet interfaces and Ethernet switch ASICs
PHY Aligned with UEC and IEEE802.3

ESUN will encourage diverse

. . | implementations and drive rapid
Scale-up interconnect will leverage adoption across the industry

Ethernet Data Link o _ ESUN standardizes the
lower layers

OCP’s ESUN Announcement

TEF 2025

Ethernet for E h ’ I I
n% thernet’s lower layers ,. RANOVUS’ DIF

www.ethernetalliance.org



https://www.opencompute.org/blog/introducing-esun-advancing-ethernet-for-scale-up-ai-infrastructure-at-ocp

e

Scale-up link bandwidth

Every compute element connects to each switch creating a full mesh

w v lefe| |wulwn wlwn|2|2 |vlu|vulvlv|uv|v (%1% w|w|w (L2
ciclclciciciciclclcISIS| (S|E|clclclcle|s|SElS|S| [SlElEclslslsls clcicic|ciclc(c|c[c|S IS
| | | | [ [ 7 | 7 | 7 7 7 | bl bl ||

I h. k f h l. k . t b f.l.l d S N Frm—— LT

Switch 0

Today’s systems use 400G pipes
> 2x 200G copper cables e e 12050

A future generation will need 800G pipes

A pipe can be filled with either one or more

lanes and may carry bidirectional traffic

TEF 2025

FI% ranovus (JIF

www.ethernetalliance.org
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Large scale-up systems benefit from energy efficiency

Co-packaging / Pluggable Power for Hypothetical 72 GPU Rack > Scale-up networking bandwidth is about ~10x that of

Scale-up: CPO-non-retimed scale-out networks
7 (LTLR) [4p)/b)

Scale-up: Non-retimed
(LTLR) [6p)/b]

‘ Scale-up: Retimed

=
h
]

y Scale-up: Tx-retimed > Scale-up dominates the rack interconnect power
T ~ (RTLR) [10p)/b] .
Scale-up: Retimed Consumptlon

™ (RTRR) [15p)/b]

=
M
i

- » The lowest power solutions for optical connectivity
will leverage co-packaging or linear/LTLR/LPO for

Scale-up: RTLR

-—

o
"
/'77/'7g

Additional Interconnect Power [kW]

5,3’ scale-up
] Scale-up:
| LTLR/LPO —
 scale-up:cpo] , - Scale-up dominates the rack
C:D_—nonl—retimed Non—rétimed Tx-re'lcimed Retirlned interconnect power’ energy EffiCient
U scaleout Retiming Architecture - PP ITLT CPO. LTLR |
e a0 solutions (CPO, ) are lowest power
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Reliability (link & hardware) are key requirements

Link reliability (packet loss) is key metric for scale-up
» Corrupted packets consume link bandwidth with retries
» CPO: Meta[1] reported no UCWs (uncorrectable code words) for
> 1e6 400G-port-device-hours for a CPO switch 1] ECOC25. Tu.01.08.3 Co-packaged Optics

“Additionally, our measurements from the long-term reliability le‘;h_mlsog}/ EhvalUgF‘O” fE;HYPGlTSCSlehData lCerger
) . abric Switches, Siamak Amiralizadeh et. al;, Oct
test infrastructure show no UCWs for over 1 million 400Gbps

2025, Meta
port device hours of continuous operation.”

Hardware reliability is also a key metric for scale-up
» Due to the nature of Al Pods computation, failures necessitate a stop/restart
» Improved reliability is needed for scale-up, especially if inside the “box”
» Highly integrated solutions are anticipated to be more reliable
» Reliable solutions will likely leverage the IC industry’s fabrication & packaging

TEF 2025 Both hardware & link reliability is key for scale-up
rRaNovus (JIF

n % www.ethernetalliance.
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Technologies for 400G pipes

Non-silicon materials for 400G serial PAM4
» InP, TFLN, BaTiO3, and polymer-based solutions have acceptable BW
» Some may not meet the > 2 T/mm shoreline density requirement for CPO
» Require heterogeneous integration; may not achieve the reliability for CPO
» Should be suitable for pluggables with 400G serial
Silicon photonics for 400G pipes
» SiPh IMDD modulators & detectors have -3 dB BW below needs of 400G serial PAM4
» However, leverages Si fabrication and packaging & will result in high HW reliability
» Should be suitable for in the box CPO with 400G multi-A, and/or bidirectional links
- Lower speeds will provide improved link reliability (BER)

400G serial will leverage non-silicon solutions or use heterogeneous integration
Slower/wider silicon solutions needed for high reliability CPO solutions

AE= - ranovus OIF
www.ethernetalliance.org
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Scale-up is cost sensitive

Copper solutions are the “base” case for scale-up

Optical solutions have traditionally been more expensive than copper

T |fff—C—fil=>| Rx
Fiber connectivity is one avenue to reduce costs Rx| <li——{l— T
» One approach is bidirectional traffic (Tx + Rx) on a fiber raretnidectionatine

* Reducing fiber count by 2x for single pipe links ;Hf

Single bidirectional link

Lower cost architectures can leverage cost reduced optical approaches

TEF 2025
Ethernet for

A= rRaNovus (J|F
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Summary

Energy efficiency is a key requirement for Al training Pods
Optical scale-up dominates the rack interconnect power
» Energy efficient solutions (CPO, LTLR) are lowest power
Scale-up interconnect will leverage Ethernet’s lower layers
A pipe can carry either one or more lanes and may carry bidirectional traffic
Both hardware and link reliability is key for scale-up
» 400G serial can use non-silicon technologies and/or heterogeneous integration
» Slower/wider homogeneous silicon solutions for high reliability CPO solutions
Lower cost architectures will leverage cost reduced approaches
» For example, bidirectional to reduce the amount of fiber infrastructure costs

TEF 2025
Ethernet for
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Advances in Measurement Science

John Calvin
Senior Product Planner, Keysight Technologies

TEF 2025
Ethernet for

AE: o A KEYSIGHT OIF




—
ngh Speed Networking Spec’s -vs- First Silicon

" 800G 1. 6T‘ 3.2T 7.2T
I 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 202 2023 2024 2025 pozs 2037 2028 2029 2030
| 25Gbps 25Gbps 10 Years i
I 50Gbps 1
I 100Gbps 100Gbps 6 Years :
: 200Gbps 200Gbps 5 Years (plan)
j 400Gbps 6.5 Years 5 Years 3 Years— 400Gbps 5 Years (Estimate)
I <3Years > I
\\ First 25Ghpsflane devices First 50Gbpsflane devices 1st 100Gbps/lane devices 1st 200Gbps/lane devices 1st 40()Gbps_l|a'le devices
e T P T T OO > Y>> “»>““"'“"“)Y“"“''’)"“YT™ "“"“*“Y)“*“'“""“"'“"'"“"“"“Y“Y)“Y“"“Y“Y“"“™"“Yr“Y"“Y““"““"“Y“"“"“"“Y“"“"“"“Y"Y“'"““Y“""'"“Y“"'"YY"Y""Y Y'Y’ 71T

-
QIF CEl- 44—EG Framework Project Start Proposal Aug 6, 2024

Aggregate Speed  Year/ FirstSilicon Single lane bit/rate  PAM modulation Syms/Ul Signaling Fundamental Scope BW BW Ratio Filter ChannelBW  Notes

200Gbps 2008 26.56 4 2 6.640 20 3 4BT 10 Open Eye Spec + CTLE

400Gbps 2014 53.125 4 2 13.281 40 3 4BT 20 RX-CTLE

800Gbps 2019 106.25 4 2 26.563 61 2.28  4BT 40 TX-FFE + RX-CTLE +RX-DFE

1.6Tbps 2022 212.5 4 2 53.125 90 1.7 4BT 67 TX-FFE + RX-CTLE +RX-FFE +RX-DFE
TP1 | TP5

TPO TPla  TPlaw  TP2:  TP2 TP3 TP3g, TP4pyp TP4a TP4
| a1
|
|

| % Retime
O/E I ]

Tx/BERT Tx host channel + Conn R t']"l .
Module Channel e/l er_” Driver Efd\
L
SN _7

TEF 2025
Ethernet for
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High Speed Networking Spec’s -vs- Next Silicon

800G 1.6T 3.2T 7.2T
2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 202, 2023 2024 @ 2025 2026 20}7 2028 2029 2030
25Gbps 25Gbps 10 Years
50Gbps 50Gbps 7 Years
100Ghbps 100Gbhps 6 Years
200Gbps 200Ghps 3 Years (plan)
400Gbps N — 6.5 Years 5 Years 3 Years 400Ghbps 5 Years (Estimate)
<3 Years >
First 25Ghpsflane devices First 50Gbpsflane devices 1st 100Gbps/lane devices 1st 200Gbps/lane devices 1st £ 00Gbps/lane devices
QIF CEI-448G Framework Project Start Proposal Aug 6, 2024
Aggregate Speed  Year/ First Silicon Single lane bit/rate  PAM modulation Syms/Ul Signaling Fundamental Scope BW BW Ratio Filter ChannelBW  Notes
PCle 8.0 (est) 2026 256 4 2 64.000 109 1.7 4BT 81
3.2Tbps 2025 424 4 2 106.000 180 1.7 4BT 134 Stay the course with PAM4?
3.2Tbps 2025 424 6 2.5 84.800 127 1.5 BU 96 Switch to PAM6 ?
6.4/7.25Tbps "1 2028 848 6 25 169.600 212 125 Rge 192 Expecting Raised Cosine Ref Filter.
12.8/14.5Tbps"? 2031 1696 8 3 282.667 311 1.1 RC 319

150 Gbd S 174 Gbd =l 224Gbd |m £ 224Gbd | 174 Gbd S 150 Gbd
PAMS - PAM6 L. PAM4 : PAM4 Bl PAMG6 : PAMS
(448 Gbps) | (448 Gbps) (448 Gbps) (448 Gbps) ! Pl (448 Gbps) (448 Gbps)

A . swkevsonr OIF
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High Speed Networking.. Channel performance evolution

Whats Next... in HPDC interconnects

27.000 i T " i i Eggﬂ E'Smm'cag;'c:t cPC
| ; ; : Emerging o
The ed ge Of the } | i SDD21: Compression Connector
. | ; ; : SDD21: OSFP-1600 (Gen-2, Rev-2)
electrical channel 18.000 | 3 | SDD21: 0.5mm Test Structure
map as we know it | l
today ends at 9.000 | ‘
| | i _
206Kz - w | P
. . . 0.000 R B Rt St KO EEEEPRN SN R N 1Y -11.34 dB
Moving into higher e o1 sscnps | } | | T T 1y -14.62 dB
t A %\w\m 1702004 (PANS) i | 1Y -27.76 dB
ransmission w000 s | i | 1y 13,33 dB
speeds will require W\\\ —%— 3 5 ¥ e
learning about 15000 A } ! | 2 Byt
. . | e s ! 2:Y 64.38 dB
d]eleCtr]C. and \ \ | mala =175 200 e S 2:¥ -15.42 dB
s ToRUd = 7175GHT : 3:X 179.2 GH
transm1§510n -27.000 | } e i 3y 22348
properties for new | W 3 758
electro-mechanical 36,000 v 3y 94308
. ‘ 5 al I
assemblies and | ax 212.5 Ghz
. | - 4y 259 dB
materials. -45.000 V } | | ; 4y -9.99 dB
| ! i 4y -13.28 dB
| 1 ! 4y -17.33 dB
-54.000 | | : i 4y 23.12dB
} | | 5:X 235.1 GHz
J‘M@Mﬂ | | g :?4d.33 dB
TEF 2025 63.000
Ethernet for 0.1 GHz 25.09 50.08 75.07 100.08 125.05 150.04 175.03 200.02 225.01 250 GHz 24.99 GHz/div
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Electrical Signal Detection
and BER Measurements

Realtime
Oscilloscope

KEYSIGHT REDUXR - M8070B ? = X igger M e Math Ana ilities Help

File Application System Clock Analyzer Patterns Measurements || 95.0 GHz ||
J [

;%Modu\es View x

=i
Parameters

Common V ? -

Channel 1 Acquisition INF1.Dataln1

a,'\‘ Sea awilL

A [E:

Clock INF1.Datain1

Symbol Rate 174.00 GBd

Line Coding INF1.Datain1
Probe INF1.Datain1
Comparator INF1.Datain1

CDR INF1.Datain1

CDR State

Loop Bandwidth 10.875 MHz
Loop Bandwidth Divisor 16000
Damping Factor 1.000
Input Timing INF1.Datain1

Analyzer INF1.Datain1

Alignment Results INF1.Datain1 -984 mV
-86ps ! T s6ps @

[.oour Jo.our | ®©

Results (Measure All Edges)

Equalization INF1.Datain1

State

CTLE State
Measurements Color Grade

Status Indicators Measurement [ Current Mean Min Max | Range (Max-Min) | Std Dev Count  1-7
Analyzer © Data length(1-2) 2031453Mb  203147Mb  2031427Mb  2031455Mb  28b 13b 4 8-14
Module ~ Channel  BitRate =_1s_oo
Data Data L Sync L Stoppt Error Ratio 3

INF1 17400GBd  1:..AM6_4096
o GUI and front panel control has been.disabled by remote operations.

Press Enable ifineeded:
R s
Enable

Global Outputs (i [] Enable Impairments [] Enable |

Ethernet for

Al AV KEYSIGHT OIF




Emerging higher order measurement support

PAMG6/PAMS Analysis oo )
Measurements: 088
Level-Peak-Peak, RMS

Level Skews

Eye Levels

Eye Skew

Eye Height

Eye Width

Vertical Eye Closure
PAM Overshoot, Undershoot
Transition Time Restlts

O ute r O M A Measurement Current Minimum Maximum Count‘ ‘ Marker ‘ Position| Magnitude APos AMag 1/APos‘ ‘

Markers

RLM (802.3 CL_94)

O uter E R Eye 4/5 VEC (1.0E-3)

Eye 3/4 VEC (1.0E-3)
Linearity Eye 2/3 VEC (1.0E-3)
] Eye 1/2 VEC (1.0E-3)
Peak-Peak Amplitude Eye 0/1 VEC (10E3)
Outer OMA
Tx Power Excursion
P max. P m i n Pemils s Dimit=e) Sstins Annotations  EiEE Show A Values

Ethemetfor EECQ/TDECQ

Co-Optimized Reference Receiver Equalization I M KEYSIGHT DIF

0.971 0.971 0.971
19.6 dB 19.6 dB 19.6 dB
21.4dB 21.4dB 21.4dB

1 1 @ 16.001370000000 ns -197.8 mV -— - =
1
1
24.7dB 24.7 dB 24.7 dB 1
1
1
1

P m 16.007110000000 ns 227.0mV 5.7400000000 4249 mV  174.21602787

28.4dB 28.4dB 28.4dB
>40.0dB >40.0dB >40.0dB
697.6 mV 697.6 mV 697.6 mV

N[z ) 2]




Keysight N1046A(Slot1) Setup

Scale: - Bandwidth (4th order Bessel) ——— | "} Color...

Electrical Frequency Response Plot [l RRu T
EEEn . o WD v A |

Copy From...

Data from ONE acquisition module — not specification, but informative

KEYSIGHT File Setup Measure Tools Apps Help os| | Gy Single  Clear

Freg-Mag 1 (& ‘ —
; Channel 1A Advanced Setup ? | Close

3.000 dB/ -12.000 dB

" . ode i
Rise Time i 1EB0.000000 GHZ
i Sighals

- 5 F2: FETTF] Sampler Bandwidth:
Fall Time J ‘l
. - Horizontal Adjustment

-9.000 dE | : :
Hardware Skew:

-12,000 dB
ﬁ WD < 0 >

3.2 dB down at 130 GHz Software Delay:

15 dB down at 160 GHz | n 1
2108 23 dB down at 167 GHz : = |- ‘

Period

] 3 2380 o
130000000 GHz 167.001348 GH1 Y

Freguency

-24,000 dB . .
e 20000 GHz 40.000 GHz

H 0Hz 100.0000000 GHz 200.000000 GHz 200.000000 GHz

T T T T T T » T
60,000 GHz 80,000 GHz 100.00 GHz 120,00 GHz ﬂ 140.00 GHz 160[2p GHz (3] 130,00 GHz 200.00 GHz

+ Pulse Width >

Position Magnitude APos AMag 1/APos

H 130.000000 GHz 32508 — = — Signal Type

Pulse Widih 160.000000 GHz -15.02 dB 30.000000 GHz -11.78 dB 33333333 ps
167.001348 GHz -23.55 dB 37.001348 GHz -20.30 dB 27.0260425 ps . ﬁl Ito Deta:t

Timebase Acguisition || Frame Trigger ||~

1.00000 ns! Full Pattern: OFf Src: Fronk Panel

Pios: 18.03384 ns || 131072 pksfwm 10000000 MEd
zur

41,9 mif M) 500.0 Ly
18,125 my o ow
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Reference RAlter

Optical Frequency Response Plot [ o

Data from ONE acquisition module — not specification, but informative

] o
o KEYSIGHT File Setup Measure Tools Apps Help 0

Freq-Mag 1
.
1 08 e e 3 dB/Div
3.000 dB
Rise Time:

\

Fall Time

_/— 3,000 d8|

n 6,000 dB 4

U
Period
-3.000 dB

Delta Time 12,000 dg-

, 3.1 dB down at 106.25 GHz
8 dB down at 160 GHz
= ' 15 dB down at 180 GHz

J L -18.000 dg
+Pulse Width

106.250000 GHT
_\:./— 1 S st S S
Dk 20,000 Gre 40,000 G2 0,000 Gre 0,000 GHe onmere fi 12000 Ghe

- Pulse Widih
0H 100.0000000 GHz 200.000000 GHz

ar Markers !

i
g

Marker Position APos 1/APos

el 1415182 GBd (106 GHz) [l

& v Auo]

. Wavelength
160000000 6z s Channel 3A Advanced Setup

F1: FFI[FZ) e I
1310 nm \

Sampler Bandwidth:

120 GHz (dBo) / 90.0 GHz (dBe)

Horizontal Adjustment

Hardware Skew:

T T T T T T T T T T T T T 1
140.00GHz 16020 GHe 180.00 GHz 200,00 GHz

200.000000 GHz

Duty Cycle
e 1 106.250000 GHz il — —

2 160.000000 GHz 53750000 GHz 18.6046512 ps

More (1/2) Show A Values

212.044]
R 70,0

1
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B Auto Detect

Timebase | Acquisition | Frame Trigger
S00.00ps{ || Ful Pattern: CfF || Src: Fronk Panel

Pos: 8808100 | 524288 pisfwfn | 100.00000M8d | = UrlSpEl:l Ed
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Summary

Test instrumentation for 3.2Tbps signal generation and acquisition exist today and are not a gating
limitation in determining complex issues such as modulation format.

The future of high-speed data-center transceivers and interconnects may hold several possible signaling
formats to serve the various latency, radix, speed and power requirements. A single solution may not be
possible.

« PAM4, PAM6, PAM8, etc.

Design requirements for channels and connectors over 100GHz are now entering mainstream with
3.2Tbps/448G. Understanding new dialectics, transmission and crosstalk properties over 100GHz will
require new levels of field-solver ready engineers.

3.2Tbps/448G Signal acquisition performance will now extend across 100GHz regardless of choices of
modulation order.

Flexible error detection methods will be essential for early enablement work until first silicon receivers
are available.

TEF 2025
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QUESTIONS?
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